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Warnings and Caution Notes as Used in this Publication

Warning notices are used in this publication to emphasize that hazardous voltages, currents,

temperatures, or other conditions that could cause personal injury to exist in this equipment or may be
associated withits use.

In situations where inattention could cause either personal injury or damage to equipment, a Warning
notice is used.

A CAUTION

Caution notices are used where equipment might be damaged if care is not taken.

Note: Notesmerely call attention toinformation that is especially significant to understanding and
operating the equipment.

These instructions do not purport to coverall details or variations in equipment, nor to provide for
every possible contingency to be met duringinstallation, operation, and maintenance. The
information is supplied for informational purposes only, and Emerson Automation Solutions makes
nowarranty as to the accuracy of the information included herein. Changes, modifications, and/or
improvements to equipment and specifications are made periodically and these changes may or may
not be reflected herein. It is understood that Intelligent Platforms LLC may make changes,
modifications, or improvements to the equipment referenced herein or to the documentitself at any
time. This document isintended for trained personnel familiar with the Intelligent Platforms LLC
products referenced herein.

Emerson Automation Solutions may have patents or pending patent applications covering subject

matter in this document. The furnishing of this document does not provide any license whatsoever
toany of these patents.

Emerson Automation Solutions provides the following document and the information included
therein as-is and without warranty of any kind, expressed or implied, including but not limited to any
implied statutory warranty of merchantability orfitness for particular purpose.

* Indicates a trademark of Emerson Automation Solutions and|or its subsidiaries.
All other trademarks are the property of their respective owners.

©Copyright 2019 Emerson Automation Solutions
All Rights Reserved



Technical Support

If you experience technical problems that cannot be resolved with theinformation in this manual,
please contact us by telephone, email, or on the web at www.geautomation.com/support.

AMERICAS
Phone: 1-800-433-2682;

1-780-420-2010 (if toll-free option is unavailable)
Email: digitalsupport@ge.com

Language:  English

EUROPE, MIDDLE EAST & AFRICA
Phone: +800-1-433-2682;
+420-296-183-331 (if toll-free option is unavailable)
Email: digitalsupport.emea@qge.com
Language:  English, French, German, Italian, Spanish

ASIA
Phone: +86-400-820-8208

+86-21-3877-7006 (India, Indonesia, & Pakistan)
Email: digitalsupport.apac@ge.com

Language: Chinese, English
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Section 1: Introduction

This manual is areference to the hardware components, configuration,
programming and operation of Hot Standby CPU redundancy for the PACSystems
RX3i. The information in this manual is intended to supplement the system
installation, programming, and configuration information contained in the manuals
listed under Related Documents.

Hot Standby CPURedundancy

Hot Standby CPU Redundancy allows a critical application or process to continue
operating should afailure occur in any single component. A Hot Standby system uses
two CPUs: an Active unit that actively controls the process, and a Backup unit that is
synchronized with the Active unit and can take over the processif it becomes
necessary. The two units are synchronized when both arein Run Mode: the Backup
unit will have received the latest status and synchronization information from the
Active unit viaaredundancy link, and each is runningits logic solutionin parallel.

There are two distinctly different set-ups for Redundancy:

Traditional rack-mounted RX3i CPU systems (including CPE330), which require that
Redundancy Memory Xchange (RMX) modules be installed in each CPU rack. The
redundancy communication path is provided by a pair of RMX modules, one inthe
rack of the Active (Primary) CPU, one in the rack of the Backup (Secondary) CPU. A
second pair of RMX modules may be used to create aredundant communication link.
Refer to Figure 1 for atraditional system, and to Figure 2 for a CPE330 system.

CPE400 and CPL410 do not use RMX modules. Rather, they use their own built-in
LAN3 portsto support the required redundancy communications links between
Primary and Secondary. LAN3 is adedicated, secure, point-to-point Ethernetlink
which does not support any additional equipment. Only a pair of CPE400 CPUs may
be interconnected on LAN3, as shownin Figure 3. Similarly, only a pair of CPL410
CPUs may be interconnected if using CPL410.

Note: In redundancy systems, we strongly recommend using a second
communications link, as shownin Figure 1 thru Figure 3. In Figure 1 and Figure 2, two
pairs of RMX modules configured as dual redundancy links are used. In Figure 3 each
CPU is connectedto the otherviaboth ports on LAN3. This practice eliminates the
possibility of a single point of failure that using only one communication link
presents.

Control automatically switches to the Backup unit when afailure is detectedin the
Active unit. The user can initiate a switchof control by activating atoggle switch on
the RMX module or by activating a service request in the application program. When
a user-initiated switch of control occurs, the CPUs switch roles; the Active unit
becomes the Backup unit and the Backup unit becomes the Active unit.

The system runs synchronously with a transfer of all control data that defines
machine status and any internal data needed to keep the two CPUs operating in sync.
Critical control data plus all redundant outputs must be included in the output data
transfer. The transfer of data from the Active unit to the Backup unit occurs twice per
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sweep, once beforethe logicis solved and once after the logicis solved. These CPU-
to-CPU transfers are checked fordataintegrity.

The Primary and Secondary CPUs in aredundancy system must be in the same
Controller family. An RX3i Controller cannot function as aredundant pair. Similarly,
CPE400 must be paired with CPE400, CPL410 with CPL410, and CPE330 with

CPE330".

The following versions of CPU firmware are required to support Redundancy:

Table 1-1: Firmware Support

CPU Type M inin:1um Firmware Version PA.C.PAC Machine
Required Edition Support
CPL410 Any Release 9.50SIM 10
CPE400 Release 9.30 Build E8|L Release 9.50SIM 5
CPE330 Release 8.70 Build ES5KG Release 8.60SIM 8

Figure 1: Rack-Mounted CPUwith RMX Redundancy Communications Links
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! Exception: A CPE330 replacing a CRU320 in aredundant system may be paired with a CRU320. This should

be considered atemporary arrangement. See notesin Section 6.1.3 and Section 6.1.17.
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Figure 2: CPE330 Redundancy (Uses RXM modules for Redundancy Communications Link

16k Ethermet Reflectwe Mamory over 2Gh)

Figure 3: CPE400 Redundancy (Uses LAN3 Ports for Redundancy Communications Link)
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PACSystems HSB Redundancy Feature Summary

Redundancylinks

Two IC695RMX128 or
IC695RMX228 modules per link

Two links (four RMX modules)
recommended per system

IC695RMX228 modules
per link

Two links (four RMX
modules) recommended
per system?

PE R PE4 PL41
Feature RX3iRedundancy System CPE330Redundancy CPE400orC 0
System Redundancy System
IC695CPE400 or
Redundant CPU IC695CRU320 IC695CPE330 IC695CPLAT0
Two IC695RMX128 or LAN3 RDN

(Uses two lower ports on
faceplate)

Two links recommended per
system

Redundancyl/O
systemssupported

PROFINET 1/O using single ring and
star network topologies

Single and redundant Ethernet
remote

I/O LANSs through ENIU

Single Bus and Dual Bus Genius
networks

PROFINET 1/O using single
ring and star network
topologies

Single and redundant
Ethernet remote

1/O LANs through ENIU

Single Bus and Dual Bus
Genius networks

PROFINET 1/O using single ring
and star network topologies

FUTURE: Single and redundant
Ethernet remote

I/O LANs through ENIU

Expansionand
remote racks

Supported

Supported

Not Supported

Failure recovery

Survives any one single point of
failure (excluding failures of Genius
devices and bus stubs)

Online repair of failed component

Survives any one single
point of failure (excluding
failures of Genius devices
and bus stubs)

Online repair of failed
component

Survives any one single point
of failure

Online repair of failed
component

Role switching

Manual toggle switch for switching
control between Active and

Backup units

Application-initiated role switching

Manual toggle switch for
switching control between
active and backup units
Application-initiated role
switching

OLED Display command for
switching control between
active and backup units
Application-initiated role
switching

2 While two links are recommended in a CPE330 Redundancy System, as of PME Release 9.5 SIM14 and
firmware 9.75, the system can be configured with only one link.
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Feature

RX3iRedundancy System

CPE330Redundancy
System

CPE400 or CPL410
Redundancy System

Bum pless switching
from Active unitto

Synchronized CPUs
One-scan switching
Configurable transfer data size up

Synchronized CPUs
One-scan switching
Configurable transfer data

Synchronized CPUs
One-scan switching
Configurable transfer data size

Redundancy status bits and
message logging

Backup unit to 2Mbytes size up to 2Mbytes up to 2Mbytes
OLED Displ id
RMXT28/RMX228 module redundaIrSIE aitzrtzwc(;;oo &
RMX128/RMX228 module has five | has five redundancy status Y . )
) ) CPL410 alsoinclude two
redundancy status LEDs (Link OK, | LEDs (Link OK, Local dund tatus LEDs: RACT
Redundancystatus [ Local Ready, Local Active, Remote | Ready, Local Active, redun an.cy Status S
o . (Local Unit Ready & Active),
monitoring Ready, Remote Active) Remote Ready, Remote

Active)
Redundancy status bits
and message logging

and RBOK (Remote Unit
Ready)

Redundancy status bits and
message logging

Online programming

Supported

Supported

Supported

Diagnostics

Background diagnostics
Memory error checking and
correction (ECC) with single bit
corrections and multiple bit
checking

Background diagnostics
Memory error checking
and correction (ECC) with
single bit corrections and
multiple bit checking

Background diagnostics
Memory error checking and
correction (ECC) with single
bit corrections and multiple
bit checking

Maximum fiber-optic
cable distance
supported between
two devices usedin
redundancy link

RMX128: 1000 ft (304.8m)
RMX228: 6.2 mi (10 km)

RMX128: 1000 ft (304.8m)
RMX228: 6.2 mi (10 km)

100 meters (328 ft).
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Online Programming

On-line changes to the application program are permitted in both the Active unit and
the Backup unit. The programming device must be connected to the unit in which
changes are to be made in order to make any on-line changes.

PACSystems releases 5.5 and later support RunMode Store (RMS) of the redundancy
Transfer List. This capability allows you to add, delete or modify Transfer List entries
without stopping the controllers.

Run Mode Store is performed independently on each controller. However, ina
synchronized system, the optional Dual RMS with Simultaneous Activation feature can
be used to defer activation of the newly stored application data until an RMS has
been performed on both units. Because the controller sweeps are synchronized, both
units will activate the new logic and transfer lists on the same sweep. Foradditional
information about the use of this feature, referto Section 0,

Contents 6
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Run Mode Store.

OnlineRepairand System Upgrade

A Hot Standby CPU Redundancy system permits online repair of failed components
without disrupting the control application. A failed component can be replacedin
either unit after first removing powerfrom the defective CPU system.

After replacing the component, returning powerto the CPUsystem, and placing the
CPU in Run mode, the repaired unit synchronizes with the currently Active unit. Upon
successful synchronization, the repaired unit becomes the Backup unit.

Definitions
Active Unit The unit that is currently controlling the process.
Backup Unit The unit that is synchronized with the Active unit and able to take over the process.

CPURedundancy Asystemwithtwo controller CPU units cooperating to control the same process.

Critical Components that acquire or distributel/O data or that are involvedin execution of
Component the control logic solution.

Critical Network  An Ethernet port connection on the PROFINET I/ O Controllerthat is configured as a

Port critical port. When the last Critical Network Port is disconnected from its network, a
diagnostic fault is logged. In a redundancy system where the PROFINET I/ O Controller
is controlling redundant devices, this resultsin a CPU redundancy role switch with the
CPU placed into Stop/Fault mode.

EGD Ethernet Global Data.
ENIU Ethernet Network Interface Unit

Note that an Ethernet redundancy system (single and redundant Ethernetremote
I/O) may be implemented using one of the many ENIU Machine Edition templates
that are available. The template matches the physical Ethernet configurationand /O
pointsinvolved. An application programisloadedinto the CPU to performthe
redundancy functionality.

GBC Genius Bus Controller: Aninterface module that islocated in a CPU systemand
controls communications on a Genius Bus.

Genius Dual Bus  The use of two Genius busses to control the same I/ O devices. The busses are linked
tothe 1/O devices by one or more Bus Switching Modules (BSMs). ABSMwill
automatically switch to the other bus if the active bus has afailure.

Contents 7
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Genius Hot Afeature of Genius devices whereby the device prefers output data from the bus
Standby controller at SBA 31. When outputs from that bus controller are not available, the
device takes output datafrom the bus controller at SBA 30. If outputs from neither
controller are available, the device placesits outputsin the designated default state.

GNIU Genius Network Interface Unit

Hot Standby Asystemwhere the Backup (Hot Standby) unit is designated before any critical
component failure takes place, and all necessary state/control information is passed
fromthe Primary to this designated Backup unit so that it can take control quickly in
the event of a critical component failure.

Non- A CPU inaRedundancy System that isin Run mode but not synchronized with a

Synchronized Backup unit. The Backup unit is either offline (in Stop mode, powered off, or failed),

Active Unit or there are nofunctional redundancy links between the two CPUs.

(NSAU)

OPCUA OPC Unified Architecture (OPC UA)is a machine to machine communication protocol
for industrial automation developed by the OPC Foundation.

Primary CPU The preferred unit to control the process in a Redundancy System. For redundant
Genius|/O, the Genius Bus Controllersinstalled in the Primary CPU are configured for
serial bus address (SBA) 31.

Redundancy The use of multiple elements controlling the same process to provide alternate
functional channelsin case of failure.

Redundancylink A complete communications path between the two CPUs for the purpose of

Redundant IP
Address

Role Switch

SBA

Contents

exchanging Redundancy data. CPE400 and CPL410 provide this link via a pair of
dedicated Ethernet ports (LAN3). For rack-mounted CPUs, thelink consists of one
RMXin the Primary CPU rack and one RMXin the Secondary CPUrack. The RMX units
communicate viaan interconnecting high-speed fiber-optic cable.

An [P address that is assigned to the pair of Ethernet interfaces in the Primary and
Secondary CPU systems. All data sent to the redundant IP address (including EGD
producedtothe redundant IP address) is handled by the Active unit.

User-initiated switch of control, where the Active unit becomes the Backup unit and
the Backup unit becomes the Active unit.

Genius Serial Bus Address: a unique address (0-31) assigned to any device on the
GeniusBus.
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Secondary CPU

Synchronized

Transfer List

The unit configured to control the process in aRedundancy System when the Primary
CPU is unavailable or otherwise marked as not controlling the process. For redundant
Genius|/O, the Genius Bus Controllersinstalled in the Secondary CPU are configured
for SBA 30.

Condition where both units are in Run Mode and the Backup unit has received the
latest status and synchronization information from the Active unit via aredundancy
link. When the two units are synchronized, they run their logic solution in parallel. If
the Active unit goes offline, control of the redundancy outputsis switchedina
bumpless fashion (without interruption) to the Backup unit.

The ranges of references that will be transferred from the Active unit to the Backup
unit. The transfer list is selected in the hardware configuration for the Redundant
CPU.

PROFINET Definitions

AR Application Relationship. PROFINET term for a relationship that is established between an 10-
Controller/Supervisor and 10-Device. For any data to be exchanged between an 10-
Controller/Supervisor and a given I0-Device, an Application Relationship must be established.
Within the Application Relationship, various Communication Relationships (CRs) are then
established for the different types of data to be exchanged.

Broadcast In Ethernet, the transmission of a network message to all hosts on the network.

CLI Command Line Interface

CPU Node Ina PACSystems RX3i PROFINET network, a CPUNode is anode inwhich a PACSystems RX3i CPU
is connected to the PROFINET network.

CR Communication Relationship. PROFINET term for a channel that is established within an

Application Relationship (AR) to transfer specific data between an 10-Controller/Supervisorand a
given 10-Device. Multiple CRs are established within an AR to transfer data.

Critical Network
Port

An Ethernet port connection on the PROFINET 1/O Controller that is configured as a critical port.
When the last Critical Network Port is disconnected from its network, a diagnostic fault is logged.
Inaredundancy system where the PROFINET 1/O Controlleris controlling redundant devices, this
results ina CPU redundancy role-switch with the CPU placed into Stop/Fault mode.

DAP Device Access Point. This access pointis used to address an 10-Device as an entity.

DEVICE In PROFINET 10, the term Device refers to a PROFINET 10 Device (I0D).

Gratuitous ARPs  An Address Resolution Protocol (ARP) request sent by the host to resolve its own IP Address.

GSDML General Station D escription Markup Language - definition of PROFINET Device Characteristics.

10C PROFINET 10-Controller

10D PROFINET 10-Device

IOCR Input Qutput Communication Relationship - describes the type (input/output) and amount of
1/O data to be transferred, the sequence of the transfers and the transfer cycle between a
PROFINET 10-Controller (or 10-Supervisor) and a PROFINET I0-Device.

Contents
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10CS PROFINET Input/Output Consumer Status is transmitted on the PROFINET network to provide
feedback on Input Data for an 10 controller and Output Data for an 10 device.

IOPS PROFINET Input/Qutput Provider Status is transmitted on the PROFINET network to provide
feedback on Output Data for an 10 controller and the Input Data for an 10 device.

10xS PROFINET abbreviation for the IOCS and/or IOPS (see above).

LLDP Link Layer Discovery Protocol. IEEE standardized protocol used by network devices to advertise
theiridentity and capabilities.

LLDPDU LinkLayer Discovery Protocol D ata Unit.

MAC MediaAccess Control address (MAC address)

MAU Medium Attachment Unit

MIB Management Information Basis

MRC MediaRedundancy Client. Within Media Redundancy Protocol, an MRC is responsible for helping
the MRM detect breaks/no breaks in the ring.

MRM MediaRedundancy Manager. Within Media Redundancy Protocol, an MRM is responsible for
ensuring that the ring does not have a closed loop, while simultaneously ensuring maximal
connectivity between nodes on the ring. There must be exactly one MRM in the Ring network.

MRP MediaRedundancy Protocol. An Ethernet protocol that provides redundant paths for PROFINET-
10 cyclic traffic by supporting a ring topology.

Multicast In Ethernet, the transmission of a network message to all hosts within a host group.

NOS Name of Station

oID Object Identifier

Contents
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Glossary, continued

Phase

If the IOCR Update Periodis greater than the Send Clock time, the Update Period is divided into
multiple phases where each phase is equal to one Send Clock.

PHY

PHY is an abbreviation for the physical layer of the OSI model and refers to the circuitry required
to implement physical layer functions. A PHY connects alink layer device (often called MAC as an
abbreviation for medium access control) to a physical medium such as an optical fiber or copper
cable.

PNC

PROFINET Controller: Typically, the generic PROFINET Controller function. PNC001 represents a
slot-mounted product (IC695PNC001). Embedded PROFINET Controllers may be configured on
LAN2 for CPL410, CPE400, CPE330 and CPE100. Both embedded and slot-mounted perform the
same functions on the PROFINET network, but there are differences to be noted ininstallation,
configuration, operation and performance.

PNS

PROFINET S canner. Head-end module that controls /O inrack and communicates with PROFINET
network. Both RX3i (IC695PNS001) and VersaMax (IC200PNS001, IC200PNS002) modules are
discussedin this manual. IC695PNS101 is similar to IC695PNS001, but is normally restricted to
RX3i Sequence of Events applications. IC695CEP001 performs asimilar function to IC695PNS001,
but without use of RX3i I/O racks. Refer to documentation for IC695PNS101 and IC695CEP0O1.

PNSR

PROFIN ET System Redundancy. PNSR is the combination of PROFINET processes and
mechanisms by which an 10-Device is controlled by multiple IOCs in redundant PLCs.

PrimaryAR

In PROFINET System Redundancy, the AR to aRedundant Device that currently provides 10 Data
Transfer and control.

RDHT

Redundancy Data Hold Time: The maximum time that the 10 Device waits for a Controller to take
control of the AR connection during an 10 switchover.

RDO

Record D ata Object. Services used to read and write structured data stored in a PROFINET 10-
Device.

Reduction Ratio

Along with Send Clock determines the Update Period for a PROFINET cyclic data transfer between
two devices (see IOCR). The Update Period equals the Reduction Ratio multiplied by the Send
Clock time. For example, if the Reduction Ratio is 4 and the Send Clock is 1ms, the Update Period
is 4ms.

RemoteNode For an RX3i PROFINET network, a Remote Node is any PROFINET 10-Device, such as a rack of /O
modules with a Remote Scanner or a third party PROFINET 10-Device.

RIV Reference ID Variables

RTA Real-Time Acyclic. APROFINET-10 Mechanism used to exchange non-periodic data such as
alarms.

RTC Real-Time Cyclic. A PROFINET-IO Mechanism used to exchange input and output data.

SendClock Value between 1 and 128 inclusive in units of 31.25 us (equivalent to arange of 31.25 ps to 4 ms)
usedto calculate the Update Period for a PROFINET cyclic data transfer between two devices (see
IOCR). The Send Clock is the basis for all other scheduling parameters.

SendOffset The time to delay a scheduled PROFINET cyclic data transfer frame.
Measured in nanoseconds from 0 to 3,999,999. Must be less than the Send Clock time.

SFP Small Form-factor Pluggable. Pluggable, hot-swappable transceivers.

SNMP Simple N etwork Management Protocol. UDP-based network protocol that facilitates the

exchange of management information between network devices.

Contents
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StatusBits Module status data in RX3i CPU reference memory.
Submodule PROFINET-10 representation of the smallest configurable entity of a PROFINET Module.
SVC_REQ Service Request Function Block. A control system service initiated by the RX3i CPU.
TLV Type-Length-Value
Unicast In Ethernet, the transmission of a network message to an individual host.
Update Period The time between PROFINET cyclic data transfers between an I0-Controller and an 10-Device.
WinlLoader A software utility used to download and install firmware upgrades.

Revisionsin this Manual

Rev | Date | Description

Au = Updatesrelated toRX3iFirmware Release 9.90.
R g

20191 . Addition of ETM-Kxxx

Mar- -
Q 2019 | Updates related to RX3i Firmware Release 9.40.

Jul- = Dual RMX configurationis nolonger required for the CPE330 withPME SIM14or later
P 2018 and firmware 9.75 or later. This also applies to the CPE330 whenitisin CRU320

compatibility mode,

Jul- =  Addition of IC695CPL410 (new CPU)
N

2018 | & Addition of IC695PNS 101 (PROFINET Scanner for RX3i Sequence of Events).

Mar- -
M 2018 | " Updatesrelated to RX3iFirmware Release 9.40.

* Addedinformation related to CPE330 and CPE400 CPUs

L Oct- | = Documentation of CPE400 LAN3 usage as dedicated Redundancy Link

2017

=  Step-by-stepinstructions modified for rack-less systems (CPE400) vs rack-mounted
systems (all others).

K 12881_5 » Added/maodified informationto include PNC critical network port feature.
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Documentation

1.1.1 RX3i Manuals
PACSystems RX3i System Manual GFK-2314
PACSystems RX3i Max-On Hot Standby Redundancy User’s Manual GFK-2409
PACSystems RX3i PROFINET Scanner Manual GFK-2737
PACSystems RX3i CEP PROFINET ScannerUser Manual GFK-2883
PACSystems RX3i Genius Communications Gateway User Manual GFK-2892

PACSystems RX3iIC695CPE400 1.2GHz 64MB Rackless CPUw/Field Agent QuickStart ~ GFK-3002
Guide

PACSystems RX3i IC695CPL410 1.2GHz64MB Rackless CPU W/ Linux Quick Start Guide GFK-3053
1.1.2 VersaMax Manuals

VersaMax PROFINET Scanner Manual GFK-2721

In addition to these manuals, datasheets and product update documents describe individual modules and
product revisions. The most recent PACSystems documentation is available on the support website
www.geautomation.com.

Contents 13
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Section 2: RX3i Hot Standby Redundancy
Quick Start with PROFINET I/O

This chapter provides the steps needed to set up and configure a basic RX3i Hot
Standby CPU Redundancy system that uses PROFINET I/ O.

The following table shows which PROFINET Scanners/Devices support PACSystems
Hot Standby CPU Redundancy.

Table 2-1: PROFINET Scanners/Devices that Support PACSystems Hot Standby CPU

Redundancy
| impl RX3iH P
PROFINET Scanner/Device Catalog Simplex 3iHot Standby CPU
Number Controllers Redundancy
RX3i CEP Carrier IC695CEPOO1 X X
RX3i Genius™ Communications IC695GCGO0T X3 X3

Gateway

PAC8000 PROFINET Scanner (PNS) |8515-BI-PN

X X4
Module 8516-BI-PN
RSTi PROFINET Network Adaptor  |STXPNSOOT X
RSTi EP PROFINET Scanner EPXPNS001 X X5
RX31 PROFINET PN
31PRO Scanner (PNS) IC695PNS001 X X

Module

RX3i PROFINET Scanner (PNS)
Module IC695PNS101 X X
for RX3i Sequence of Events

VersaMax PROFINET Scanner (PNS) |IC200PNS001

X X

Module IC200PNS002
Vv Max IP PROFINET S
ersaMax (0] canner IC677PNS00] X
Module

1C220PNS001
Vv Point PROFINET S X
ersaPoin canner IC220PNS002

3 Effective with firmware version 2.2.3.0, the Genius Communication Gateway supports Genius Dual Bus.

4 PAC8000 PROFINET Scanner v2.01 orlater supports Hot Standby.

> RSTi-EP PROFINET Scanner support for Hot Standby Redundancy is planned for a future release.
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System Design by Controller SelectionThe basic CPU system varies according to CPU
type:
Traditional Rack-Mounted Systems (Figure 1)

install one Redundant CPU, one Ethernet module®, two RMXmodules, one PROFINET
I/O Controller module, and two Multifunctional 40W Power Supply modulesinto
each RX3irack. The Ethernet modules will be used to connect the programmer to the
controllers. Continue through this chapterfor instructions on how to set up such a
system.

CPE330 system (Figure 2)

The Ethernet functions may be performed by configuring the CPE330 to use its
embedded Ethernet features. The Power Supply, PROFINET I/O Controller and RMX
modules are required. Refer to the CPE330Quick Start Guide, GFK-2941E or later for
Hot Standby Redundancy set up. Additional details are provided below.

CPE400 system (Figure 3) (Non-Rack-Mounted)

Anindependent external Power Supply is provided for each CPE400. To eliminate a
possible single point of failure, the two power supplies should be on different circuits.
RMX modules are not employed. The Redundancy Communications Linkis
accomplished by interconnecting the LAN3/RDN (R]-45) ports. Connectthe upperof
these two portsin the Primary to the corresponding upper port in the Secondary.
Connect the lower of these two portsin the Primary to the corresponding lower port
inthe Secondary. Note that nointervening network equipmentis allowed on LAN3.
Refer to the PACSystems RX3i IC695CPE400 1.2GHz 64MBRackless CPU w/Field Agent
Quick Start Guide, GFK-3002A or later for Hot Standby Redundancy set up. Additional
details are provided below.

CPL410system (Same as Figure 3)

Similar to CPE400, the same configuration and rules apply asin a CPE400 system. Refer to
the PACSystems RX3iIC695CPL410 1.2GHz 64MB Rackless CPU wj/Linux QuickStart Guide,
GFK-3053 or later for Hot Standby Redundancy set up.

System Design Regardless of Controller Selection

In all cases, one controller is designated the Primary, and the other is designated the
Secondary.

In all cases, PROFINET is deployed using ring topology and consists of a pair of
PROFINET Controllers (PNCs), one in each CPU system, and at least one PROFINET
Scanner (PNS) module. The PNCitselfisembedded in some cases and rack-mounted
inother cases.

RMX Modules
Where RMX modules are employed, use fiber-optic cables to connect each RMX module
in the Primary Rack to the corresponding RMX module in the Secondary Rack.

® For details on the Ethernet module refer to the PACSystems RX3i and RSTi-EP TCP/IP Ethernet Communications
for PACSystems User’s Manual, GFK-2224.

RX3i Hot Standby Redundancy Quick Start with PROFINET I/O 16
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Using an LC-compatible fiber-optic cable, connectthe TX connector on one RMX
module to the RX connector of the other RMXmodule and vice-versa (referto Figure
4).

When power is applied, the RMX module performs an internal loopback test; during
this test, the RMX indicators OWN DATA and SIGNAL DETECT turn on briefly. Once
the RMX module is functioning normally, its OK indicator is on.
Figure 4: Fiber Optic Cable Connectionsfor RMX module
RMX Module \
in Primary Rack
RMX Module
in Secondary
Rack
Note: Ensure that the cable type matches the module type, such that, single-mode cable is

used for single mode modules and multimode cable is used for multimode modules.

(Appliesto CRU320 only.) With the CPU battery disconnected, apply power to both
controller racks.

Each redundant CPU has Error Checking and Correcting (ECC) memory. For CRU320,
this must be initialized by applying power to the CPUwith the battery disconnected
at least once. For CPL410, CPE400 and CPE330, ECCis always enabled and requires no
special initialization process.

(Appliesto CRU320 only.) Connect abattery to each redundant CPU.

Because the ECC memory was initialized during step 1), the CPU can now be power cycled
with the battery connected.

Connect the PC that will be used to configure/program the controllers to the Ethernet
network.

Connect the PNCs and the PROFINET device(s) to adaisy chain line network similar to the
examples shown in Figure 1through Figure 3, but do not form a complete ring yet. Leave
exactly one of the PROFINET network cables disconnected until the Primary PNC has
configuration datathat tells it to act as the Media Redundancy Manager (step 11).

RX3i Hot Standby Redundancy Quick Start with PROFINET I/O 17
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5) Create the Hardware Configuration (HWC).
a. OpenPACMachine Edition (PME), and create atarget foran RX3icontroller.
b. Selectthe Hardware Configuration node and expand.

c. Replace the default CPU with whatever CPUis appropriate for your application
(CRU320, CPE330, CPE400 or CPL410, for example). If the CPUis a CRU320, PME will
automatically set the Dual HWC property forthe targetto True and createsa
‘Hardware Configuration [Secondary]’ node. For other CPUs it is necessary to setthe
Enable Redundancy property to True. This will automatically add the Dual HWC
property andset it True.

d1. (For rack-mounted systems only.) Find the Rack 0 node under the
‘Hardware Configuration [Primary]’ node.
If this rackis not the correct size, right-click on it and select Replace Rack.
d2. (For rack-mounted systems only.) Expand the Rack 0 node that is under the

‘Hardware Configuration [Primary]’ node. Move theredundant CPUto the
correct slot within Rack 0.

d3. (For systems employing RMX modules only.) Add two RMX modules to this Rack 0.

e. AddaPNCtothis CPU system. This can either be a physical PNC module locatedin
Rack 0, or (in the case of CPE330, CPE400 or CPL410) one of the CPU’s Ethernet
ports configured as an embedded PNC. PME automatically creates anew LAN named
LANO1 and attaches the PNC to that LAN. Setthe proper subnet mask and range of
IP addresses for this LAN. Set the Network Transit Time parameterto 50 (=5.0 ms,
which is recommended for MRP ring operation).

f. Configure the PNC module (or embedded PNC):

i.  Assign aunique name and IP address for this PNC.

ii. SetthisPNC’sMediaRedundancy parameterto Manager.

iii. Inordertofail-over tothe Backup PLCif both PNC MRP ports are
disconnected, set the ports used for MRP to Network Port # Critical =
True (the 2nd MRP port will auto-select when thefirst MRP port is
selected).

g. [Ifyou have not already assigned a network name to each of your PROFINET devices,
do sonow. You can do this by right-clickingonaPNC and selecting Launch

Discovery Tool. For more information, referto the PACSystemsRX3i PROFINET IO
Controller Manual, GFK-2571, Chapter 3, Configuration - Assigning 10-Device Names.
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h. Add each of your PROFINET Scanner (PNS) devices to the HWC by doing the following
for each device:
i. Right-click on the PNCin the ‘Hardware Configuration [Primary]” HWC
and select Add 10-Device.
ii. Select the desired device from the Device Catalog.

Figure 5: Select Device fromthe PMCCatalog

B General Electric
- AFB 20111201-v2_2-GE
B GE Intelligent Plattorms
B PACBO0D0PNS 20130515-v2_3-GEIP
- RSTI-STHPNS 2012041 7-v2_0-GEIP
M- R3iPNS 20130212-v2_25-GEIP
= VersaMax [P PNS-V3_2 20130124-v2_25-GEIP
oY VersaMaxPNS 20130426-V2_3-GEIP
m-VersaPointPNS001 20120906-v2_2-GEIP
= VersaPointPMNS002 20120906-v2_2-GEIF

Be sure toselect aPNS node that hasV2_3inits name. (A GSDMLfile of version 2.3 or
higher isrequiredin order to configure the device to be redundantly controlled.)

iii. Because the device supports controller redundancy, PME will
automatically set the device’s Redundancy Mode parameterto HSB CPU
Redundancy.

iv. PME will assign a default name to the device. Be sure to change the
device’s name to match the name you assigned toiit during step 9).

V. Add all appropriate I/ O carriers (VersaMax only) and I/O modules to the
device’s configuration and set all of the configuration parameters to
appropriate values. For more information about configuring the PNS,
refer tothe associated user manual:

= VersaMax PROFINET Scanner Manual, GFK-2721A
= RX3iPROFINET Scanner Manual, GFK-2737
=  CEPPROFINET Scanner Manual, GFK-2883

Note: Asyou assign reference addresses to your redundantly controlled devices, PME
will automatically expand the Primary CPU’sinput transfer list to includeall
redundantly controlled PROFINET inputs. PME will also automatically expand the
Primary CPU’s output transferlist toinclude all redundantly controlled PROFINET
outputs.

i.  Forrack-mounted systemsonly: Add, replace, and/or move additional RX3irack
modules to the ‘Hardware Configuration [Primary]’ HWC as needed. Examples of
these modulesinclude power supplies and Ethernet modules. Foreach Ethernet
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module, assign a unique IP address. For CPUs that have no rack-mounted hardware,
make all similar adjustments before proceedingto the next step.

j- Now that you have finished populating the Hardware Configuration of the Primary
CPU, right-click on the ‘Hardware Configuration [Primary]’ node, select
Redundancy, and select Mirror to Secondary Hardware Configuration (referto
Sections 5.1.5.8 &0).

This operation will copy the ‘Hardware Configuration [Primary]’ (including the
transfer lists, the PNC, and the redundantly controlled PROFINET devices) to the
‘Hardware Configuration [Secondary]’ HWC. The result should look similar to Figure
6. (Inthisdiagram, only one PNS is shown.)

Figure 6: RX3i Hot Standby Redundancy Quick Start with PROFINET I|O

I — o

ol
! L Deagrecitic Lawger Blocks

Hardware Lordigur alson [Frmsary ]

ot 4 (DOAEETHOOL)
Skt S (DORTSPNCOOL)

B versemac-prs (#1) [YersaMas FROPINET 10 Scacmer
Fob & (FORSERMN ) 200

Shol, 7 (RS0 ER)

Shod 8 (3

skt 3

=ik 110 ()

Shok 11 Y

Shok 12 ()

----- iy it [ Sacondery ]

ch. O {BFLBSOHET)

foEEEEEE W

Siot O (LOEHWSPSDL &)
ok 1 T (ST L T
ol 2 ([Z6FCRLIERHN
Shat 3 {Lipaed vy Sha I
Shot & (DCEWEE THO0L)
Shot 5 (BCEWEPRICDOL)
wareamas-ea (F1) [veroaMac FROPINET 10 Soanmsn
Hob i (DOESRIMRLF)
Shod: 7 {BOESERM 128
Skt B
shat 9 (§
siok 16 (3

Sk 10 ()
Sak 12 ()

EEEEELE s s

m) Select the PNCunderneath the ‘Hardware Configuration [Secondary]’ HWC.

i.  Assign aunique name and IP address to this PNC.

ii. SetthisPNC’sMediaRedundancy parameterto Client.

iii. Inorder tofail-over tothe Backup PLCif both PNC MRP ports are disconnected,
set the ports used for MRP to Network Port # Critical = True (the 2nd MRP portwill
auto-select when the first MRP portis selected).

n) Foreach Ethernet module in the Secondary Hardware Configuration, assign aunique IP
address.

8) Add logictothe target.

Note: Thisis the sequence for downloading configurationsinto a new redundancy
system. Both units are initially stopped with no configuration.
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9) Download the Hardware Configuration and Logic to the Primary controller.

a) Right-clickon the ‘Hardware Configuration [Primary|’ node and select Setas
Selected HWC. (If this menuitemis greyed out, then you already have the
Primary HWC selected.)

b) Clickon the target node in PME’s Navigator. In the Property Inspector, set
the Physical Port and IP Address so that they correspond to your Primary
controller.

c) SelectTarget->GoOnline.
d) Select Target->Download <target name>to controller
e) Select Hardware Configuration and Logic and click OK.

i. Expectthe Primary CPUtologaRedundancy link communication failure
Controller fault for each RMX module’. For example:

0.6 Redundancy link communication failure

0.7 Redundancy link communication failure

ii. Confirmthat the Primary CPUdid not record any Loss of Device faultsin
its1/Ofault table.
f) Select Target -> Go Offline.

10) Download the Hardware Configuration and Logic to the Secondary controller.

a. Right-clickon the ‘Hardware Configuration [Secondary]’ node and selectSet
as Selected HWC.

b. Clickon the target node in PME’s Navigator. In the Property Inspector, set
the Physical Port and IP Address so that they correspond to your Secondary
controller.

c. SelectTarget->GoOnline.
d. Select Target ->Download <target name>to controller.
e. Select Hardware Configuration and Logic and click OK.

i.  For both RMX modulesin both units, confirm that the LINK OK LEDs are ON.
(This might take afew seconds.)

" Dual RMX configurationis no longer required forthe CPE330 with PME SIM14 or later and firmware 9.75 or
later. Thisalsoappliestothe CPE330 whenitisin CRU320 compatibility mode,
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ii. Confirmthatthe Secondary CPUdid not record any Loss of Device faultsiniits
I/Ofault table.

f. Select Target ->Go Offline.

11) You may now connect the last link of the PROFINET network (left openin step 4) above)
tocomplete the ring.

12) Connect PMEto the Primary CPU, and put the Primary CPUinto Run mode.

Expect the Primary CPUto log a Primary CPU is Active; no Backup Unit available Controller
fault. For example:

0.2 Primary CPU is Active; no Backup Unit available

13) Connect PME tothe Secondary CPU, and put the Secondary CPUinto Run mode. Expect

the Primary CPU tolog a Primary CPUis Active and Secondary CPU is Backup Controller
fault. For example:

0.2 Primary CPU is Active and Secondary CPU is Backup

This quick start procedure demonstrates the setup and configuration of a basic RX3i
Hot Standby CPU Redundancy system that uses PROFINET 1/ O. This basic setup can
be usedtolearn about other Redundancy features such as Role Switching, Transfer

Lists, Non-Synchronized Active Unit (NSAU), and Redundant IP which are described in
the latter chapters of this manual.
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Section 3: RX3i Hot Standby Redundancy
Quick Start with Ethernet!/O

This chapter provides an overview of the steps needed to configure and operatea
basic RX3i Hot Standby (HSB) CPU Redundancy system with one Ethernet Remote /O
(ENIU) using an ENIU Machine Edition template.

Atemplate setisazip file containing pre-configured EthernetNIU (ENIU) and
controller projects for PAC Machine Edition or PAC Process Control. The template set
simplifies the configuration of the controllers and ENIUs because the Ethernet Global
Dataexchanges are already set up, along with a default number of inputs and
outputs for the system. If the default values are used, the only steps needed to
implement /O communication are assigning Ethernet IP addresses, configuring1/O
modules and storing to the controllersand ENIUs. The templates may be
downloaded from PAC Machine Edition. Referto the PACSystems RX3i Ethernet
Network Interface Unit User’s Manual, GFK-2439.

Note: The Primary and Secondary CPUs in aredundancy system must be of the same
type. An RX3i controller cannot function as aredundant pair.

1) Setuptwoidentical controller systems. One system willbe designated as Primary and the
other will be designated as Secondary.

a. Forrack-mounted systems, install one Redundant CPU, one or two RMX modules
and three Ethernet (ETMO0O1) modules each into each system. Install the ETM
modulesin the slot locationsindicated by Table 3-1 for RX3i.

b. For CPE330, you may not replace the rack-mounted ETM modules with
embedded Ethernet:install rack-mounted ETM modules per Table 3-1.

c. ENIUtemplates for embedded PROFINET Controllers are not available at time of
publication, so this feature cannot be used with CPE400, CPL410 or with the
embedded PROFINET Controllerof a CPE330 at this time.

2) (Appliesto CRU320 only.) With the CPU battery disconnected, apply power to the racks.

When power is applied to the RMX module aninternal loopback test occurs; the OWN
DATA and SIGNAL DETECT indicators turn on briefly during this test. When the RMX
module and the CPU are powered up and functioning properly, the RMX module’s OK
indicatorison.

3) (Appliesto CRU320 only.) Connect a batteryto each redundant CPU.

The redundant CPUs support Error checking and correction (ECC) memory, which must
be initialized at least one time with the battery disconnected. Once ECC memory is
initialized, the CPU can be power cycled with the battery connected.

4) Download and unzip the appropriate template setfor your system.
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Templates for redundancy systems are available from the Support website. On the
website, select Downloads, then selectthe Developer Files category.

For alist of available template sets, referto the PACSystems RX3i Ethernet Network
Interface Unit User’s Manual, GFK-2439. Each template set consists of a Controller
template and an ENIU template.

5) Usingthe Machine Edition Logic Developer software, restore the Controller project from
the appropriate ENIU template set.

6) Openthe restored project.Assign IP addressesto all the Ethernet LANS.
In assigning IP addresses, consider the following functions:

Table 3-1: RX3i Rack-mounted Configuration

Ethernet Interface| Function

Programmer connection to yourcomputer

H 8
ETMOOTinSlot 6 Requires aRedundant IP address, which should be the same IP

Address for both the Primary and Secondary rack systems.

ETMO00TinSlot 7 | Private network, LANA for Ethernet I/ O exchanges

ETMO001inSlot 8 | Private network, LANB for Ethernet I/ O exchanges

The hardware configuration should appear similar to Figure 7, which shows an RX3i
configuration:

8 ETM001 in Slot 6 may be replaced by the Ethernet portembedded in CPUs such as CPE330.
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Figure 7: RX3i Hardware Configuration Provided byan ENIU Controller Template
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7) Usefiber-optic cable to connect each RMX module in the Primary Rackto the
corresponding RMX module in the SecondaryRack (the module in the same Slot

number) as described in Figure 8.

Using an LC-compatible fiber-optic cable, connectthe TX connector on one RMX module to the
RX connector of the other RMX module, and vice-versa (referto Error! Reference source not
found.). When thefiber-optic transceiver detects a signal on the network, the SIGNALDETECT

indicator will be on.
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Figure 8: Fiber Optic Cable Connections for RMX Modules

TX

RMX Module
in Primary Rack

™ RX

RMX Module
in Secondary
Rack

RX

Note: Insure that the cable type matchesthe module type, such that, single-mode cable is
used for single mode modules and multimode cable is used for multimode modules.

8) In PAC Machine Edition, close the Controller project and restore the ENIU projectfrom an
ENIU template set:

Openthe project and on target ENIU_01 open the Hardware Configuration. Set the IP
addresses of the ETM001 modules, taking into consideration that the ETM0O1 in Slot4
of the ENIU rackwill be on a private network called LANA (connected to LANAof the

Redundancy CPUs) and the ETM001 in Slot 5 will be on a private network called LANB
(connectedto LANB of the Redundant CPUs).

The hardware configuration should appear similar to Figure 9, which shows an RX3i
configuration.
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Figure 9: ENIU Hardware Configuration Provided by an ENIU Template Project
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9) AddI/O loopbacklogic to confirm data transfer between ENIU and Redundant CPUs

Under the Logic node in PAC Machine Edition, open the Program Block
Local_User_Logic. Add the logic shown in Figure 10 to loop outputs %Q1-%Q16 back
toinputs %11-%116.
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Figure 10: Add Ladder Logic for ENIU

1 | g Add any application specific logic that needs to runin the ENIU here

MOVE
7 WORD

1
Q00001 —IN Q— 100001

10) (Appliestorack-mounted systemsonly.) Install a Power supply, RX3i ENIU
(IC695NIU001) and two ETMO001 modules into an RX3i backplane as shown the
hardware configurationin step 6). Apply powerto the system.

11) Connect your PCto the ENIU viaa Serial cable from the ENIUmodule’s COM1 or
COM2 port to one of your PC’s COM ports or install an additional ETM001 module to
the ENIU rack to provide connectivity via Ethernet. With the template folderopenin
PAC Machine Edition, connect to the ENIU either by a COM port or by Ethernet.

Store the ENIU_01 application to the ENIU and put the ENIU into run mode.

12) Connect Ethernetcables between the Redundant CPUs and the ENIU rack system.

RX3i Connections

LANA: Connect one Ethernet cable from ETMOO1 in Primary Rack Slot 7 to
ETMOO01 in ENIU Rack Slot 4. Connect one Ethernet cable from ETMOO1 in Primary
Rack Slot 8 to ETM0O01 in ENIU Rack Slot 5.

LANB: Connect one Ethernet cable from ETM0O01 in Secondary Rack Slot 7 to
ETMOO01in ENIU Rack Slot 4. Connect one Ethernet cable from ETM0O01 in
Secondary Rack Slot 8 to ETM001 in ENIU Rack Slot 5.

13) Connect Ethernetcables between an Ethernet switch connected toyour PCand the
ETMO001 modules assigned as Programmer connectionsin both the Primary and
Secondary CPU systems.

14) Close _T0ENIU_CRU_DLDI_ENIU_1_10 project in PACMachine Edition and again open
project _10ENIU_CRU_DLDI_Controller

a) Right-clickon the Primary Hardware Configuration node and selectSetas
Selected HWC. Connect to the Secondary CPU, store the application and put the
CPU inrun mode.

b) Disconnect fromthe Primary CPU. Right-click on the Secondary Hardware
Configuration node and select Set as Selected HWC. Connectto the Secondary
CPU, store the application and put the CPUin run mode.
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c) Right-clickon the Reference View Tables node and select New. Double-click the
RefViewTable10 node just created. In the address box, enter %Q1. Inthe next
address box below %Q00001, enter %I1. Right-clickin the Values areajust to the
left of the Address boxes and select Format View Table. Check the box labeled
Apply to Whole Table, select Wordfor the Display Type, select Hex for the Display
Format and click Ok. Enter valuesinto the Q00001 values area and notice tha
the same values are displayed at %100001 because of the loopbacklogic in the
ENIU.

NOTE: For details on configuring an RX3i Genius dual bus redundancy system,
refer to Appendix A.

This quick start guide procedure demonstrates setup of a PACSystems
Redundancy Controller pair controlling one ENIU remote 10 station. This basic
setup can be usedto learn about other CPE Redundancy features such as Role
Switching, Transfer Lists Non-Synchronized Active Unit (NSAU) and Redundant
IP. For details on the operation of CPU Redundancy systems, referto the other
chaptersinthis manual.
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Section 4: System Configuration

This chapter describes the hardware components for aHot Standby CPURedundancy
system and describes system configurations for the basic redundancy schemes
supported by PACSystems controllers.

For installation instructions, refer to
e PACSystems RX3i System Manual, GFK-2314.

Components of aHot Standby Redundancy System

4.1.1

4.11.1

4.1.1.2

4.1.2

System Configuration

Core Systems
Redundant CPU

Redundancy Memory Xchange modules
Redundant I/O Systems

Core Systems

RX3i Systems with Racks

In an RX3iredundancy systemwhere the CPU is mounted in an RX3irack, an RX3i
(IC695CHS0xx) Universal Backplane must be used as the CPU rack. This rackis
referred toasRack 0. For specific backplane versions required, referto the Important
Product Information document provided with your RX3i CPU.

Any RX3i expansion rack or any Series 90-30 expansion rack that is supported by RX3i
can be usedin a rack-mounted RX3iredundancy system.

RX3i Systems without Racks

CPE400 and CPL410 are RX3i CPUs which cannot be installed in an RX3irack. They
therefore do not support RMXmodules, rack-mounted PNCmodules or rack-
mounted Ethernet modules. Sections of this manual will therefore specify how
CPE400/CPL410 systems may be used in Redundancy applications. While the system
rackis physically absent in CPE400/CPL410 configurations, the CPE400/CPL410 itself
is able to provide all the equivalent functionality via its embedded PROFINET
controller and embedded Ethernet networks. All/Oin this type of systemis
PROFINET I/ O, since norack-mounted /O is permitted.

CPE400/CPL410 do not support Hot Standby Redundancy for Ethernet10. Such
systems require an ETM0O01, which the CPE400/CPL410 do not support.

CPE400/CPL410 do not support expansion racks.

Redundant CPU Modules
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Touse the features described in this manual, RX3i Redundant CPUs (except CPE400
and CPL410, which are not rack-mounted CPUs) must be installed in any slot in rack
0.

Note: A given feature may not be implemented on all PACSystems CPUs. To
determine whether afeature is available on a given CPU model and firmware version,
please refer to the Important ProductInformation (IPl) document provided with the
CPU.

The CPU provides configurable reference memory limits for %Al (Analog Input), %AQ
(Analog Output), %R (Register), and %W (bulk memory area) reference memory, as
well as symbolic discrete reference memory and symbolic non-discrete reference
memory. For additional CPU features and performance specifications, referto the
PACSystems RX3i and RSTi-EP CPU Reference Manual, GFK-2222.

Operation of the CPUs can be controlled by the three-position RUN/STOP switch or
remotely by an attached programmer and programming software. Program and
configuration data can be locked through software passwords. The LEDs on the front
of the module indicate CPU and Ethernet interface status.

e RedundantIP address
e Production of selected EGD exchanges in Backup mode

e Upto255Ethernet Global Data (EGD) exchangeswith up to 100 variables
per exchange.

e EGD upload and selective consumption of EGD exchanges.

e Upload and download of an Advanced User Parameter (AUP) file, which
contains user customizations tointernal Ethernet operating parameters.

e Run mode store of EGD (PACSystems releases 5.5 and later), which allows
you to add, delete or modify EGD exchanges without stopping the controller.
For details on using this feature, referto the PACSystems RX3iand RSTi-EP
TCP/IPEthernet Communications User Manual, GFK-2224.

e Redundant CPUs Compared to Standard PACSystems CPUs

e Thefollowingfeaturesare not available:

¢ I/Oand module interrupts: Thisincludes thesingle edge triggered interrupts
fromthe discrete input modules, the high alarm and low alarm interrupts
from the analoginput modules, andinterrupts from VME modules. A
program that declares|/O Interrupt triggers cannot be storedto a
Redundant CPU.

e InterruptBlocks (I/O, timed, module): Logic that contains interrupt blocks
cannot be stored to aRedundant CPU.

e Stopl/OScanmode: If an attempt is made to place a Redundant CPU in this
mode, the controllerwill rejectthe selection and returnan error.

e #0OVR_PRE %S reference, which indicates whether one or more overrides are
active, is not supportedin aRedundant CPU, and should not be used.

e RX3iRedundant CPUs do not support the PACMotion module
(IC695PMM335).
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e Thefollowingfeatures operate differently in redundant CPUs than they doin
standard PACSystems CPUs:

e Error checkingand correction (ECC)is enabled.®
e RUN/DISABLED mode. Thisis explainedin Section 6:, Operation.

e User-configurable fault actions are not used when the CPUs are
synchronized.

e  STOPtoRUN mode transition. For details, referto Section 0, Synchronizing
Redundant CPUs.

e Background Window Timer (in Normal Sweep mode) default is 5ms. It is
highly recommended that the Background Window Timer be set to the same
value for both CPUs making up aredundancy pair.

e Bydefault, Ethernet Global Data (EGD)is produced only by the Active unit.
The Backup unit can produce individual EGD exchanges that are configured
for production in Backup mode.

Also, be aware that instance data associated with IEC transitionals (PTCOIL,NTCOIL,
PTCON, and NTCON)is not synchronized between the two CPUs. For details, refer to
Section 0, Data Transfer.

4.1.2.1 Using the Redundant CPU for Simplex Operation

The Redundant CPU can be used for both redundant and simplex (non-redundant)
applications. The functionality and performance of aRedundant CPU configured for
simplex operation is the same as for a unit that is configured for redundant operation
with no Backup available. This includes the redundancy informational messages such
as those generated when a unit goes to Run mode.

9 Exception: CPL410, CPE400 and CPE330 always operate with Error checking and Correction (ECC) enabled,
even in non-Redundant applications.
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4.1.3

System Configuration

Redundancy Memory Xchange Modules

Rack-mounted redundancy systems use a pair of RMX modules to provide a path for
transferring data betweenthe two redundant CPUs. A complete communications
path consists of one RMX in the Primary CPU rack, one RMXin the Secondary CPU
rack, and two high-speed fiber-optic cables connecting them to each other. This
must be a two-node ring: no other reflective memory nodes are allowed to be part of
this fiber-optic network.

Note that CPE330is required to use RMX modulesin hot standby redundancy
applications, just like any other rack-mounted RX3i system. Its high-speed LANs
cannot be used as a substitute redundancy link.

When using PROFINET, Ethernet NIUs or Genius for the redundantly controlled /O, it
is strongly recommended that two redundancy links (for a total of four RMX
modules) be configured and installed.

RMX modules must be installed in the main rack (rack 0).

The RMX module has a toggle switch that can be used to manually request arole
switch. Eight LEDs, describedin the following table, provide indication of module
status.

Note: The RX3iRMX128/RMX228 module supports hot insertion and removal.
However, the redundancy communication link associated with a hot swapped RMX
module will not be restored automatically. The LINK OK indicator on both RMX
modulesin the linkwill be OFF. To restore thelink, referto Section 0, Online Repair
and SystemUpgrade.
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4.1.3.1 RMX LEDs
Table 4-1: RMXLED Definitions
LED Label Description
OK ON indicates the module is functioning properly.
LINK OK When used as aredundancy link, ON indicates the linkis
functioning properly.
LOCAL READY ONindicatesthe local unit is ready.
LOCALACTIVE ONindicatesthe local unitis Active.
REMOTEREADY ONindicates the remote unitisready.
REMOTEACTIVE ONindicates the remote unit is Active.
OWN DATA ONindicates the module hasreceivedits own data packet from
the networkat least once.
SIGNAL DETECT SIG . — . . L
DETECT ON indicates the receiveris detecting afiber-optic signal.
Certain RMX LEDs (referto Section 0) are also reflected in the %S status bits. This
allows the application software to read the active/ready status of the local and
remote CPUs.
4.1.4 Redundant 1/O Systems
4.14.1 PROFINET
Applications that require a highly available control system that survives asingle point
of failure in the controllers and asingle point of failure in the I/ O network can
leverage PROFINET I/O. This solution allows you to interface the RX3i Redundant CPU
toremote VersaMax I/ O across an Ethernet network. RX3i PROFINET Redundancy is
an evolution of the PACSystems Hot Standby ENIU solution to an industry-standard
I/O protocol.
For sample Hot Standby CPU Redundancy systems that use PROFINET I/ O, refer to
Section 0, CPURedundancy Using PROFINET I/O.
4.14.2 Ethernet Network Interface Unit (ENIU)

System Configuration
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CPU-based ENIU modules can be used to interface the RX3i Redundant CPUto
remote I/O stations through Ethernet LANs. These devices, whichinclude
IC695NIU001T and IC693NIU004, make it possible to use PACSystems RX3i remotely
on an Ethernet network.

Anidentical set of EGD exchange definitionsis downloaded to both the Primary and
Secondary controllers. An ENIU can consume EGD exchanges from two controllers
simultaneously. However, when used with redundant controllers, the ENIU
automatically switches to the standby controllerif the Active controller becomes
unavailable.

For sample redundancy systems using EGD, refer to Section 0, CPU Redundancy Using
PROFINET I/O. For details on EGD operation in aredundancy system, refer to Section 0,
Ethernet Global Data in an HSB Redundancy System. For details on the operation of
ENIUs, refer to the PACSystems RX3i Ethernet Network Interface Unit User’s Manual,
GFK-2439.

4.1.4.3 Genius Bus Controller and Genius Devices

The Genius Bus Controller interfaces the Redundant CPU to a Genius1/O bus. The bus
controller scans Genius devices asynchronously and exchanges I/ O datawith the CPU.

An HSB CPU Redundancy system can have multiple Genius /O bus networks. Any
Genius device can be placed on the bus (Genius blocks, Field Control, Remote I/O
Scanner, VersaMax /O, and so forth). The Genius outputs are determined by the
Active unit. The Genius Bus Controllerinstalledin the Primary CPU has a Serial Bus
Address of 31; the Genius Bus Controller installed in the Secondary CPU has a Serial
Bus Address of 30. For sample redundancy systems using Genius /O, referto Section
0,

Basic CPURedundancy Using Genius I/O.

Note: For RX3i systems with Dual Genius Buses, only VersaMax |/ O Genius Network
Interface Units (GNIU) are supported. For non-Dual Genius Buses, any Genius device
can be placed on the bus (Genius blocks, Field Control, Remote I/O Scanner,
VersaMax /O, and such).

4.1.5 Local I/O

Local /O can be included in either unit; however, it is not part of the redundant /O
system. Afailure in the Local I/ O system will affect the unit as described in the
PACSystems RX3i and RSTi-EP CPU ReferenceManual, GFK-2222.

CPU Redundancy Using PROFINETI/O

This section discusses sample system architectures using PROFINET I/O with Hot
Standby CPU Redundancy. These sample system architectures support both general
communications (such asa programmer connection) and remote I/ O data transfers.
Remote I/ O datatransfers use PROFINET across an Ethernet connection to the
remote devices.
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System Configuration

If you need1/O network redundancy, you must use an MRP ring topology. If you do
not need /O network redundancy, you can use a star network topology. Additional
details on these network architectures are presented below.

A CPU Redundancy system can also contain simplex (non-redundantly controlled) IO
devices that are configured and controlled at only one CPU unit.
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4.1.6 Configuration Considerations
4.16.1 Redundancy Links

When you use redundantly controlled PROFINET I/ O, you are required to configure a
minimum of one redundancy link. A failed redundancy link should be repaired as
soon as possible.

4.1.6.2 Input Data Validation

Todetermine the health of PROFINET Inputs, thelogic application must use the 1/O
Point Faults associated with those inputs. To use point faults, they must be enabledin
Hardware Configuration (HWC) on the Memory parameters tab of the CPU.

The logic application may use the All Devices Connected PNC module status bit to
determine connectivity to PROFINET I/ O-Devices. However, the logic application
must not use the All Devices Connected status bit to determine the health of Input
data from a PROFINET I/ O-Device because this bit is not synchronized to Input data
delivery.

For additional information on input data validation, refer to the PACSystems RX3iand
RSTi-EP CPU Reference Manual, GFK-2222.

4.1.6.3 Network Size

ARedundant CPU can control amaximum of 255 PROFINET I/O Devices.

The PAC Machine Edition allows a maximum of 128 simplex or redundant nodes to be
connectedtogetherin a Media Redundancy Protocol (MRP) ring topology. One of the
nodes must operate as the Media Redundancy Manager. All the other nodes that
participate in the ring must operate as Media Redundancy Clients. If the PNCis the
MRP Ring Manager, only 64 nodes are supportedin an MRP Ring.

Anindividual PNC can control amaximum of 128 /O devices.

For more information, referto Section 5: Configuration Requirements.
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4.1.7 Configuration Overview

For both controllers to be able to connect to aredundantly controlled PROFINET I/O
Device and control that device’s /O, both controllers must have identical copies of
the hardware configuration for that device. PACMachine Edition does not permit a
redundantly controlled /O Device to be configured in a standalone (non-Dual HWC)
target.

4.1.7.1 Critical Network Ports

Toforce aCPU redundancy role-switch to occur when an1/O network connectionis
lost, configure the desired PNC module’s port as a Critical Network Port. It is
permissible to configure more than one port as critical. When all of the Critical
Network Port connections arelost, adiagnostic fault is logged by the PROFINET
Controller with the CPU placed into Stop/Fault mode, whichinvokes the CPU
redundancy role-switch if the PROFINET Controlleris controlling redundant devices.
Critical Network Ports are described in the PACSystems RX3i PROFINET Controller
Manual, GFK-2571, Chapter 3, Configuration - PROFINET Controller Parameters (Settings
Tab).
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4.1.8

4.18.1

System Configuration

PROFINET Network Architectures

MRP Ring Topology (Strongly Recommended)

Toensure greater reliability and eliminate your I/ O network as a single point of
failure, the PROFINET devices should be connected togetherin aring topology as
shown below. This ring topology uses the PROFINET Media Redundancy Protocol
(MRP), as describedin the PACSystems RX3i PROFINET Controller Manual, GFK-2571,

Chapter 6, Redundant Media.

Even though a Hot Standby CPU Redundancy system uses PROFINET I/ O Controllers
in both the Primary and Secondary CPUs, only one I/ O Controllerin the entirel/O
network can operate as the Media Redundancy Manager (MIRM). All other PROFINET
I/O Controllersinthe same I/ O network must be configured as Media Redundancy

Clients.

Figure 11: MRP Ring Topology
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Note: The HMIs and the Historian shownin Figure 11 are optional.
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4.1.8.2 Star Topology
If eliminating your network as a single point of failure is not required, the PROFINET
devices can be interconnected in astar topology as shown below.

Note: To eliminate single point failures within your network infrastructure, the MRP
ring topology is recommended.

Figure 12: MRP Star Topology
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Note: The HMIs and the Historian shownin Figure 12 are optional.

CPU Redundancy Using Ethernet NIURemotel[O

This section discusses sample system architectures using Ethernet remote /O with
CPU hot standby redundancy systems.

These sample system architectures support both general communications (such as a
programmer connection) and remote I/O data transfers. Remote I/ O data transfers use
EGD toand fromthe ENIUs.

For general communicationin a hot-standby redundancy system, the Redundant IP
feature must be enabled for the Ethernetinterface. In general communication, only
the Active CPU produces EGD exchanges. When aredundancy role switch occurs, the

10 For details about the ENIU configuration and operation and use of the ENIU templates, referto the
PACSystems RX3i Ethernet Network Interface Unit User’s Manual, GFK-2439.
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4.1.9

System Configuration

Backup CPU becomes Active and begins producing EGD. The formerly Active CPU
switches to Backup and stops producing EGD.

For remote I/ O operation, the Active and Backup CPUs simultaneously process
remote |/O EGD exchanges for each ENIU. For architectures using redundant remote
I/OLANSs, the CPUs process separate remote I/O EGD exchanges on each LAN. All EGD
exchanges that can simultaneously occur on a network must have unique Exchange
IDs. Hence remote I/ O exchanges that are produced by both the Primary and
Secondary CPUs must have different Exchange ID values. Remote I/ O EGD production
continues across CPU role switches. The application logic in the ENIU selects which
EGD remote I/ O output exchanges to consume for controlling outputs.

If the Active controller transitions to Run 1/O Disabled mode, it continues to receive
inputs fromthe ENIU. However, the ENIU no longer receives outputs from the
controller. The ENIU’s status words can be monitored to detect communication
activity. For details on the status words, referto the PACSystemsRX3i Fthernet Network
Interface Unit User’s Manual, GFK-2439.

Note: These architectures are based on the template sets provided for use with PAC
Machine Edition and PAC Process Systems programmers. The templates are setup
with coordinated references and coordinated parameters for 10, 20, or 24 ENIUs. For
systems with other numbers of ENIUs, select the template with the next larger
number of ENIUs and delete the extra ENIUs.

Dual Controller, Single LAN Systems

The following template sets'are available to configure these architectures.

Architecture Templates for PAC Templates for PAC
Machine Edition Process Systems
Dual RX3i CPU Controllers, Single | TOENIUs, 10 ENIUs,
LAN
20 ENIUs 20 ENIUs
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4.1.9.1 RX3i Dual Controller, Single LAN System

In this architecture, general communications and remote I/ O data transfer coexist on
separate Ethernet LANs and thus do not contend for network bandwidth. This keeps
remote I/O performance from being degraded.

The Redundant IP feature is enabled for the Ethernetinterface in both controllers to
permit general communications. Any EGD exchanges used for general CPU
communications are not configured as Produce in Backup Mode.

The produced EGD exchanges that are used for remotel/O datatransferare
configured as Produce in Backup Mode so that they willbe producedin both Active and
Backup mode.

For easier configuration, each EGD exchange marked as Produce in Backupis
configured with the Exchange ID value used by the Primary CPU. The Programmer
automatically generates a unique Exchange ID value for the Secondary CPU by adding
the configured “Secondary Produced Exchange Offset” value to the configured
Exchange ID value. For details on the exchange offset, referto Section 6.1.23,
Ethernet Global Data Production.

Figure 13: RX3i Systemwith Dual Controllers, Single LAN
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4.1.10 Dual Controller, Dual LAN Systems

The following template sets are available to configure these architectures.

Table 4-2: Template Setsfor PAC Architectures

Architecture Templates for PAC | Templates for PAC Process
Machine Edition Systems

Dual RX3i CPU Controllers,Dual | T0ENIUs, T10ENIUs,

LAN
20 ENIUs 20 ENIUs

4.1.10.1 RX3i Dual Controller, Dual LAN System

In this system architecture, theremote /O stations each have two Ethernet modules
to provide the stations with redundant LAN connections to the controllers. LAN3 acts

as a backup to LAN2.

The Redundant IP feature is enabled for the Ethernetinterfaces on LAN1because it
handles general communications. EGD exchanges used for general CPU

communications are not produced in Backup mode.

Each controller uses aseparate Ethernetinterface for communication on each

remote I/O LAN (one for LAN2 and anotherfor LAN3). The remote I/ O EGD exchanges
are configured on the Ethernetinterfaces for the appropriate LAN.

Figure 14: RX3i Systemwith Dual Controllers,Dual LANs
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Genius Hot Standby Operation

4.1.11

4.1.12

System Configuration

In a Genius Hot Standby CPU redundancy system, the Genius outputs are controlled
by only one unit (the Active unit). The inputs are shared between both units. One unit
is the Primary CPU and the other is the Secondary CPU. The Primary CPU controls all
externally redundant Genius Bus Controllers at SBA 31; the Secondary CPU controls
all externally redundant Genius Bus Controllers at SBA 30.

The Genius output devices are normally configured for Genius Hot Standby
redundant operation. With this configuration, the devices choose between outputs
from the Genius Bus Controller at SBA31 and the Genius Bus Controller at SBA 30. If
outputs from both Genius Bus Controllers are available, the devices will use outputs
from SBA 31. Ifthere are no outputs from SBA 31 for three consecutive Genius /O
bus scans, the deviceswill use the outputs from SBA 30. If outputs are not available
fromeither SBA 31 or 30, the outputs go to their configured default (OFF or hold last
state).

Genius Output Control

In a Genius Hot Standby CPU Redundancy system, the Active unit determines the
values of the Genius outputs.

Both the Primary and Secondary CPUs send outputs regardless of which one is Active.
The user is responsible for ensuring that all redundant Genius outputs are included in
the output datatransfer. Because the same output values will then be sent to the
GBCsin both units, the devices will receive the same output values from SBA 31 and
SBA 30. There is no datainterruption on switchover because both units are always
sending Genius outputs.

Note: In an RX3i CPU Redundancy system, when a GBCis configured as Redundant
Controller — External, all its outputs are redundant.

Basic CPU Redundancy Using Genius /O

Hot Standby CPU Redundancy supports two types of bus schemes for the Genius
networks:

e Single bus networks
e Dualbus networks

Note: For RX3i systems, Dual Genius Bus support is provided by a set of logic blocks.
Templates for RX3i Dual Genius Bus support can be downloaded from the Support
web site. For details on using these templates, referto Appendix A, RX3i Dual Genius
Bus Overview and the PACSystems RX3i Dual Genius Bus Quick Start Guide, whichis
provided with the RX3i Dual Bus Templates.

PACSystems CPU Redundancy implements afloating master algorithm. If an
application requires a preferred masteralgorithm, referto Section 6.7 4,
Implementing Preferred Master Using SVC_REQ 26.
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4.1.12.1 Redundant Controllers, Single Genius Bus Networks

This type of network uses asingle bus with one Genius Bus Controller in each
controller.

The single bus setup s suitable if the application does not require redundant I/ O
buses. When using single-bus Genius networks in aHot Standby CPU Redundancy
system, one Genius Bus Controller forthe bus must be locatedin the Primary CPU
system and one in the Secondary CPU system. There can be multiple Genius busesin
each system. The bus controllers controlled by the Primary CPU are assigned Serial
Bus Address 31. The bus controllers controlled by the Secondary CPU are assigned
Serial Bus Address 30.

Genius output devices will use outputs from Serial Bus Address 31 in preference to
outputs from Serial Bus Address 30. Outputs are determined by the Active unit,
regardless of which bus controller provides the outputs since all redundant Genius
outputs are transferred from the Active unit to the Backup unit.
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4.1.12.1.1 Hardware Configuration for RX3i Single Bus Network

For RX3itargets, the hardware configuration for single bus networksis created by
adding a GBC and adding Genius devices to that GBC.

The GBCs must be configured with the following settings.
RedundancyMode: Redundant Controller - External

SBA: 31 (Primary CPU) or 30 (Secondary CPU)
The Genius devices must be configured for Hot Standby mode. For example, use the

following settings for a Genius block:

e (Hand-Held Monitor) CPU Redundancy =HOT STBY MODE (Hand-Held Monitor) BSM
Present=NO

4.1.12.2 Dual Genius Bus Networks

This option provides redundancy of both the controller and the I/ O bus. This type of
system uses dual buses with bus controllersin each controller. The Dual Bus network
is suitable if the application requires redundancy of the controller and the I/ O bus.

A Bus Switching Module (BSM) s required to connect theinitial blockin the Genius
block daisy chain to the dual bus.
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Figure 15: RX3i RedundantControllers with Dual Genius Bus
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When using dual bus Genius networksin aHot Standby CPU Redundancy system, two
bus controllers for the bus pair must be located in the Primary CPU system and two
more in the Secondary CPU system. There can be multiple dual bus pairs. The bus
controllersinthe PrimaryCPU system are assigned Serial Bus Address 31. The bus
controllersinthe Secondary CPU system are assigned Serial Bus Address 30.

Genius output devices will use outputs from Serial Bus Address 31 in preference to
outputs from Serial Bus Address 30. Outputs are determined by the Active unit,
regardless of which bus controller provides the outputs since all redundant Genius
outputs are transferred from the Active unit to the Backup unit.

Any type of Genius device can be connected to the network. Each Genius network
can have up to 30 additional Genius devices connected toit. You may want to reserve
one Serial Bus Address for the Hand-Held Monitor.

As a safety feature, awatchdog timer protects each Genius /O link. The bus
controller periodically resets this timer. If the timer expires, the bus controller stops
sending outputs. If this happensin a Dual Bus Genius network of a CPU Redundancy
system, the paired GBCin the otherunit drives the outputs of the Genius devices. If
the GBCin the other unit is not available, the BSMs switch to the otherbus. The cause
of the failure must be remedied to re -establish communications.
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4.1.12.2.1 Hardware Configuration for RX3i Dual Bus Network
The hardware configuration for this type of network can be created by adding two
GBCs, one for each bus, and adding the Genius devices to both GBCs. referto the
PACSystems RX3i Dual Genius Bus Quick Start Guide for more information.
The GBCs must be configured with the following settings:
Redundant Mode: | Redundant Controller - External
SBA: 31 (Primary CPU) or 30 (Secondary CPU)
(Programmer) CPU =HOT Standby
Redundancy
(Programmer) BSM =YES (Programmer) BSM
Present Controller
=YES
Note: Templates for RX3i Dual Bus Genius come with the VersaMax GNIUs already
configured for the correct Genius network settings.
4.1.12.3 Location of GBCs and Blocks

System Configuration

For fastest switching, all Genius Bus Controllersin the Hot Standby CPURedundancy
system should be in the main rack. This will cause the Genius Bus Controllerto lose
power at the same time that the CPUloses powerand allow the Backup unit to gain
full control of the I/ O as soon as possible. Each GBC has an output timer that it resets
during every output scan. If the GBC determines that the CPU inits controller has
failed, it will stop sending outputs toits Genius devices. This allows the other GBC to
take control of the I/O.

For single and dual bus Genius networks, the Genius Bus Controllers should be
connected at the same end of the bus, as shownin Figure 14 and Figure 15. In
particular, the GBC of the Secondary CPU should be placed at one end of the bus and
the GBC of the Primary CPU should be connected to the bus such that it is between
the GBC of the Secondary CPU and the Genius devices. No1/O blocks or other devices
should be connected to the bus between the connection nodes of the two bus
controllers.

In the case of dual bus networks, placing the bus controllers and devicesin this
manner minimizes the risk of abus break between the two units. A bus break
between the units could result in only some devices switching buses, and make the
other devicesinaccessible to one of the units. It also allows the Primary CPUto
continue to control the I/Oin bus failure conditions that might otherwise resultin
loss of inputs and unsynchronized control of outputs.

Since the recommended configuration for single and dual bus networks still has the
possibility of a bus breaking between the two CPUs, you may want to program the
application to monitor the status of the buses fromthe unit configured at the end of
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the buses and request arole switch or bus switch (dual bus network only)if loss of bus
is detected.
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4.1.12.4 Duplex Genius Output Mode

Althoughit is not common, you can configure your Genius /O system for duplex
mode, meaning that they will receive outputs from both bus controllers 30 and 31
and compare them. Only devices that have discrete outputs can be configured for
Duplex mode.

If the controllers at SBAs 30 and 31 agree on an output state, the output goesto that
state. If the controllers at SBAs 30 and 31 send different states for an output, the
device defaults that output toits pre-selected Duplex Default State. For example:

Table 4-3: Duplex Output States

Commanded | Commanded State | Duplex Default Statein | Actual Output
State from Device| from Device Number| the Block or I/O Sanner State
Number 31 30
On On Ignore On
Off On Off Off
Off Off Ignore Off
On Off On On

If either controller 30 or 31 stops sending outputs to the device, outputs will be
directly controlled by the remaining controller.
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Section 5: Configuration Requirements

Overview

This chapter defines the special configuration requirements of a Hot Standby CPU
Redundancy system.

When the redundantly controlled |/ O is PROFINET, you must use a Dual HWC target
to configure your system.

When the redundantly controlled 1/ Ois Ethernet NIUs or Genius, if the program logic
will be the same for both units, it is recommended that you use a Dual HWC target.

If you are using Ethernet NIUs or Genius and you do not want to use the same logicin

both units, you should create two separate targets and set the target property Dual
HWCto FALSEin each target.

When you select aRedundant CPU, the programming software automatically
presents the Dual HWC target. The remainder of this chapter assumes a Dual HWC
target.

A CAUTION

If both units are configured as Primary or as Secondary, they will not recognize one
another. If this happensin an RX3i system that uses Genius /O, the GBCs only blink
their LEDs and no fault is reported.

Correct the configuration of both units before placing eitherunit in Run mode.

Note: The Redundant CPU can be used for redundant and non-redundant
applications. For non-redundant applications, set the Dual HWC for the target to
False and do not configure any redundancy links.
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5.1.1

51.1.1

Setting up a CPE400 or CPL410 for Redundancy

CPE400 and CPL410 utilize both ports on LAN3 for Redundancy. This provides the
high-speed Ethernet Communications link used in place of the traditional RMX
modules. No other equipment may be introduced onto LAN3. Each port on the
Primary CPU is directly connected to the equivalent port in the Backup (upper to
upper and lower to lower). The system willoperate with only one Ethernet link
operatingon LAN3, but both links should be connected to provide for redundancy on
the communications linkitself. LAN3 is not configurable.

The CPE400/CPL410 OLED display provides access to basic CPE400/CPL410 status
and control information including the configured IP address for each LAN.

Since the CPE400 and CPL410 are rackless CPUs, they cannot accommodate rack-
mounted modules, including the rack-mounted PNC module. The PNC functionality
is therefore supported by Ethernet ports (on LAN2 only), configured as an embedded
PNC.

Step by Step instructions for Configuring Redundancy on CPE400 or
CPL410

Use PAC Machine Edition 9.50 SIM 5 or later to create CPE400 redundant
applications.
Use PME9.50 SIM 10 or later for CPL410 configurations.

1. Toenable redundancyinaCPE400/CPL410 project, selectthe target CPUin
the PME Navigator and use the Property Inspectorto change the Enable
Redundancy target property to True (Figure 16).
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Figure 16: Enable Redundancyin CPE400
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IP Address 1192.168.0.100
EAdditional Configuration
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1) Oncethe Enable Redundancytarget propertyis set to True, PME generates a secondary
HWCandincludesitinthe target (Figure 17).

i. Refertothe PMEHelp page for information concerning other CPE400/CPL410
properties that are also changed as aresult of enabling redundancy.

ii. If the Enable Redundancy property is changed backto False, the Secondary HWC is
automatically removed.

Figure 17: Generate Secondary CPE400 Hardware Configuration
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2) Redundancyand Transfer List tabs are also added to the configuration parameters
window for the CPE400/CPL410 (Figure 17). Referto Section 0 for a discussion of Fail Wait

Time. Refer to Section 0 for adiscussion of Data Transfer, including Transfer Lists.
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Figure 18: Redundancytab & Transfer List tab Associated with CPE400
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3) The CPE400/CPL410 supportsaRedundant IP addresson LAN1 (Ethernet or PROFINET)
and on LAN2 (Ethernet only). Referto Section Error! Reference source not found..

i. RedundantIPis disabled by default, so be sure to manually enable it (Figure 19)
whenever it is required for the application.

ii. RedundantIPis supported by the SRTP Server, Modbus TCPServer, and EGD protocols.

iii. The CPE400/CPL410 OPC UAServerand Ethernet firmware update web page are
available in a redundant system using the direct IP addresses of the primary and
secondary CPUs; they are not available viathe Redundant IP address.

Figure 19: Enable CPE400 Redundant IP (LAN1)
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Configuration Mode "
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IP Address 192.168.0.100
Subnet Mask 255.255.255.@_______
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Length
s———}! |Redundant [P Enable
Redundant IP Address 192.168.0.103
1/0 Scan Set 1
J

4) RX3iPROFINET redundant applications may be migrated between CRU320, CPE330,
CPE400 and CPL410.
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5.1.1.2 Restrictions for CPE400/CPL410 Redundancy

1) Inthe CPE400 and CPL410, the PNC functionality is only supported by Ethernet ports (on
LAN2 only), configured as an embedded PROFINET Controller.

2) Onlyone PROFINET I/O network may be configuredin a CPE400/CPL410 system. The
number of PROFINET devicesis limited to 32, 20 of which may be redundant.

3) LAN3isreservedfor Redundancy Communications. No additional Ethernet hardware may
be attached to this network. Only the Primary and Secondary CPUs may be
interconnected on LAN3.

4) Tosupport Hot Standby Redundancy with Genius1/O, the CPE400 or CPL410 CPU must
employ itsembedded PROFINET Controllerand interface with Genius devices viathe RX3i
Genius Communications Gateway (GCG)1C695GCG001. The CPE330 may also be
configured to use its embedded PROFINET Controller in such a configuration. Similar
configurations have been tested using other RX3i CPUs combined with rack-mounted
PROFINET Controllers (IC695PNC001). GE Automation & Controls does not see any
reason why configurations employing an embedded PROFINET Controller would not work
equally well. However, testing with embedded PROFINET Controllers has not been
conducted at thistime.
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5.1.2 Setting up a CPE330 for Redundancy
5.1.2.1 Step by Step instructions for Configuring Redundancy on CPE330

1) Use PAC Machine Edition 8.60 SIM 8 or laterto create native CPE330 redundant
applications.

2) Toenable redundancyinaCPE330 project, select the CPE330 target in the PME Navigator
and use the Property Inspector to change the Enable Redundancy target property to True
(Figure 20).

Figure 20: Enable Redundancyin CPE330 Target
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Configuration Requirements 59



PACSystems * RX3i Hot Standby CPU Redundancy User Manual

GFK-2308R

Section5
August 2019

3) Once the Enable Redundancytargetproperty is set to True, PME generates a secondary
HWC andincludesit in the target (Figure 21).

d.

Refer to the PME Help page for information concerning other CPE330 properties
that are also changed as a result of enabling redundancy.

If the Enable Redundancy property is changed back to False, the Secondary HWC is
automatically removed.

Figure 21: Generate CPE330 SecondaryHardware Configuration
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4) Redundancy and Transfer List tabs are also added to the configuration parameters
window for the CPE330 (Figure 22). (Referto 0 for a discussion of Fail Wait Time.

5) Referto Section 0for adiscussion of Data Transfer, including Transfer Lists.

Figure 22: Redundancytab & Transfer List tab Associated with CPE330
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6) The CPE330, CPE400 and CPL410 all support two Redundant IP addresses, one for each of
the embedded EthernetLANs: LANT and LAN2 (Figure 23). Foradditional details, referto
Section Error! Reference source not found..

a. RedundantIPis disabled by default, so be sure to manually enable it wheneverit is
required for the application.

b. RedundantIPis supported by the SRTP Server, Modbus TCPServer,and EGD
protocols.

c. The CPE3300OPCUA Server and Ethernetfirmware update web page are available ina
redundant system using the direct IP addresses of the primary and secondary CPUs;
they are not available viathe Redundant IP address.

7)RX3i PROFINET redundant applications may be migrated between CRU320, CPE330,
CPE400 and CPL410.
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Figure 23: Enable CPE330 Redundant IP (LAN1/LAN2)

Setings | Lan1  LANZ |

Paramelers Walues T
IP Address 10.10.0.100 '
Subnat Mask 265.255.265.0
Gaterwey [P Address 0.0.0.0 |
3| {Pedundant IF Enable
'| |[Pedundant P Address 1010.0.200

— Ethemet Giobal Dala —
TTL for Mulicasi Messages 1
IF Addregs for Multicast Group 1 224071

IFP Address for Mulicast Group 2 224072

IP Adidress for Mulicast Group ] 224073

IF Address for Mullicast Group 4 224074

IP Address for Mulicast Group § 224075

IF Address for Mulicast Group & 2240.7 6

1P Address for Mullicast Groug ? 224077

IP Adidress for Mulicast Group § 224078

IF Adidress for Mulicast Group 9 224079

1P Adldress for Mulicast Group 10 2240710

IF Address for Mulicast Group 11 2240.711

IF Address for Multicast Group 12 ngg? _1_1‘_ A !
IP* Adidress for Multicast Group 13 2240713

IF Address for Mulicast Group 14 2240714

IF Address for Mulicast Group 15 2240715

IF Address for Multicast Group 18 2240716

IF Address for Mulicast Group 17 2240717

IF Address for Multicast Group 18 2240718
IP* Address for Mulicast Group 19 2240719
IP Address for Multicas! Group 210 2240720
IP Adidress for Mulicast Groug 21 2240721

IF Address for Mulicast Group 82 2240732
IF* Adldress for Multicast Group 23 2240723
IF Adidrerss for Mulicast Group 24 2240724
IF Adidress for Mulicast Group 25 2240738
IF Address for Mulicast Group 26 22407.2%
IF Address for Multicast Group 27 224.0.727

IF Address for Multicast Group 28 224.0.7.28

LUIF Address for Multicast Group 29 12240729 ¥

5.1.2.2 Restrictions for CPE330 Redundancy

1) Inthe CPE330, the PNCfunctionality is supported by Ethernet ports on LAN2,
configured asan embedded PNC.

2) The number of PROFINET devicesis limited to 32, 20 of which may be redundant.

3) RMXmodulesare required. High-speed LANs cannot be used as a substitute
redundancy link.
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PROFINET 1/O Configuration

This section details how to configure an HSB CPU Redundancy system that uses
redundantly controlled PROFINET I/O.

5.1.3 Requirements

When using redundantly controlled PROFINET I/Oin an HSB CPU Redundancy
system, the following requirements apply:

o The HSB CPU Redundancy system must be configured as a Dual HWC target.
When you select aRedundant CPU, the programming software
automatically presents the Dual HWC Target. The programming software
will not permit redundantly controlled PROFINET I/ O Devices to be
configuredin astandalone (non-redundant) target.

o Physically set up the CPU Redundancy Link. There are two methods,
dependingon CPU type:

o ForRX3irack-based systems, the HSB CPU Redundancy target can be
configured with aminimum of one redundancy link (one RMX module in
each unit). Anyfailed redundancy link should be repaired as soon as possible.

o For CPE400 and CPL410, both ports on LAN3 are used for Redundancy. This
provides the high-speed Ethernet Communications link usedin place of the
traditional RMX modules. No other equipment may be introduced onto
LAN3. Each port on the Primary CPUis directly connected to the equivalent
portin the Backup (upper to upper and lower tolower). The system will
operate with only one Ethernet link operating on LAN3, but both links should
be connectedto provide for redundancy on the communications linkitself.

o Tobe redundantly controlled, aPROFINET device must support PROFINET
System Redundancy. In addition, be sure to use a GSDML file forthe device
(version 2.3 or later) which indicates that the device supports PROFINET
System Redundancy.

o Toensure that theyare configured consistently at both units, any additions,
maodifications, or deletions of redundantly controlled PROFINET I/ O Devices
must be configuredin the Primary hardware configuration (HWC) and then
mirrored tothe Secondary HWC(refer to Sections 5.1.5.8 & 0).

o Allinputsassigned toredundantly controlled PROFINET I/ O Devices must be
includedinthe CPU’sinput transferlist. (Thisincludes all inputs assigned to
the PROFINET Scanner module.) All outputs assigned to redundantly
controlled PROFINET 10 Devices must be included in the CPU’s output
transfer list.

o Allinputsand outputs assigned to redundantly-controlled PROFINET I/O
Devices must be assigned toan|/O scan set that is scanned at every sweep
(such as the default Scan Set 1).

5.14 Restrictions
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When using redundantly controlled PROFINET I/ O in an HSB CPU Redundancy
system, the following restrictions apply:

» Donot use any other type of redundantly controlled |/ O such as Genius
devices or Ethernet NIUs.

» Donot use the DO_IO function block with redundantly controlled PROFINET
inputs or outputs.

» Donot use the SCAN_SET_lOfunction block with redundantly controlled
PROFINET inputs or outputs.

> Do not use the SUS_IO function block.

» Donot use the Skip Next 1/O Scan (SVC_REQ45) service request function
block.

> Do not use the Disable Data Transfer Copy in Backup Unit (SVC_REQ43)
service request function block.

» Do notuse I/O point fault contacts with redundantly controlled PROFINET
outputs.

5.1.5 Generating the Hardware Configuration
To generate the hardware configuration for redundantly controlled PROFINET I/O

1. Addand configure the PROFINET I/ O Controllers (PNCs) in the Primary HWC
2. Configure the LANs
3. Addthe PROFINET I/O Devices to the Primary HWC
4. Mirror the Primary HWCto the Secondary HWC (Sections 5.1.5.8 & 0)
5. Setanyparametersunique to the Secondary HWC
5.15.1 Location of the PROFINET I/O Controller

In rack-mounted systems, first selectan empty slot in the Primary HWC of the
Navigator window, right-clickit, select Add Module, and select the PROFINET I/O
Controller. Then attach the PNC to anew or existing LAN.

In CPL410 systems, configure LAN2 as an embedded PROFINET Controller (refer to
the PACSystems RX3iIC695CPL410 1.2GHz 64MB Rackless CPU wj/Linux QuickStart
Guide, GFK-3053).

In CPE400 systems, configure LAN2 as an embedded PROFINET Controller (referto
the PACSystems RX3i IC695CPE400 1.2GHz 64MB Rackless CPU w/Field Agent QuickStart
Guide, GFK-3002).

In CPE330 systems, LAN2 may be configured as an embedded PROFINET Controller
for redundantly controlled PROFINET I/ O. (Refer to PACSYSTEMS RX3i 1GHz 64MB CPU
w/Ethernet Quick Start Guide, GFK-2941.)

For more information regarding the configuration of the PROFINET IO Controller,
refer tothe RX3i PROFINET Controller Manual, GFK-2571, Chapter 3: Configuration -
Configuring an RX3i PROFINET Controller.
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Note: When redundantly-controlled I/ O Devices are configured at aPNC module, the
programming software always sets the Mirrorto Secondary property for that PNC to
True.

5.1.5.2 Configuringthe PROFINET LANs

For information regarding how to configurea PROFINET LAN, referto the RX3i
PROFINET Controller Manual, GFK-2571, Chapter 3, Configuration - Configuring
PROFINET LANS.

5.15.3 Transfer List Auto-Expansion

Allinputs assigned to redundantly controlled PROFINET I/ O Devices must be included
inthe CPU’sinput transferlist and all outputs assigned to redundantly controlled
PROFINET I/ O Devices must be included in the CPU’s output transferlist.

For convenience, the programming software automatically expands the length of the
input or output transfer list toinclude the reference addresses of any newly added or
modified redundantly controlled PROFINET I/ O devices or modules. Wheneveryou
add a redundantly controlled PROFINET I/ O Device or module, you should check the
CPU’stransfer list to ensure the adjusted starting addresses and lengths do not
include reference memory that was not intended to be transferred. If the reference
addresses assigned to redundantly controlled PROFINET I/ O are already included in
the current transfer list, the transferlist will not be modified by the programming
software.

Toavoid unintended inclusion of reference addressesin the transferlist, it is
recommended that you allocate the memory ranges planned for redundantly
controlled PROFINET I/O as a contiguous block near the end of the %I, %Q, %Al, or
%AQ tables, allowing room for the future addition of redundantly controlled
PROFINET I/ O devices or modules. If the addition of future devices or modules using
%, %Q, %Al, or %AQ reference addresses is likely and must be done without stopping
the process (refer to Section 5.1.7, Adding or Modifying a PROFINET I/O Device without
Stopping the Process), adding some or all of the remaining memory to the transfer list
can simplify the process, but is not necessary. For information regarding the CPU
scan time impact per byte of memory added to the transfer list, referto Section
6.1.9, Estimating Data Transfer Time.
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5.1.5.4 Configuring Redundantly Controlled PROFINET Devices

To add a redundantly controlled PROFINET I/ O device to the HWC, first select the PNC
inthe Primary HWC of the Navigator window, right-click onit, and select Add I/ O
Device.

In the PROFINET Device Catalog, select the entry that corresponds to the device. You
must use a GSDML file for the device thatis at least version 2.3 and indicates that the
device supports PROFINET System Redundancy.

Figure 24: PROFINET Device Selection

5 General Electric
#-AFE 20111201-v2_2-GE
= GE Intelligent Platforms
PACB000PMS 20130515-v2_3-GEIFP
RSTi-STHPNS 2012041 7-v2_0-GEIP
RX3iIPNS 20130212-v2_25-GEIP
VersaMax IP PNS-V3_2 201301 24-v2_25-GEIP

B-E-3

&

VersaMaxPNS 20130426-v2_3-GEIP
VersaPointPNS001 20120906-v2_2-GEIP
VersaPointPNS002 20120906-v2_2-GEIP

-

#

i

For each device added, the programming software provides a Redundancy tab and
sets the Redundancy Mode parameter on that tab to HSB CPURedundancy.

For additional information regarding the configuration of the VersaMax PROFINET
Scanner, refer to the RX3i PROFINET Controller Manual, GFK-2571, Chapter 3,
Configuration - Adding a VersaMax PROFINET Scannerto a LAN.

5.15.5 Configuring Simplex PROFINET Devices

A Hot Standby CPU Redundancy system can contain both redundantly controlled and
simplex (non-redundantly controlled) PROFINET I/ O Devices. A simplex1/O Device is
always controlled by one of the two units (either Primary or Secondary) and will
always be controlled by that unit regardless of whether that unit is Active or Backup.

To configure adevice that supports PROFINET System Redundancy as a simplex
device for the Primary CPU, add that deviceto the Primary HWCand set the
Redundancy Mode parameter on its Redundancy tab to None.

To configure a device that supports PROFINET System Redundancy as a simplex
device for the Secondary CPU, add that device to the Secondary CPU’s HWC. The

programmer automatically sets the Redundancy Mode parameter onits Redundancy
tabtoNone.

During mirror operations, simplex devices in the Primary’s HWCare not copied to the
Secondary’s HWC, and simplex devices in the Secondary’s HWC are not affected.
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5.1.5.6

5.1.5.7

5.1.5.8

Configuring PROFINET Media Redundancy

PROFINET mediaredundancyis described in the RX3i PROFINET Controller Manual,
GFK-2571, Chapter 6, Redundant Media. All nodes participating in the media
redundancy ring must be configured for media redundancy operation.

When using PROFINET media redundancy in an HSB CPU Redundancy system,
configure the PROFINET Controller (PNC) module in the Primary CPU system as the
mediaredundancy manager. All of the other nodes that participate in the ring (for
example, the corresponding PNC module in the Secondary CPU, other PNCmodules,
I/O devices, other PNC modules, switches) must be configured as media redundancy
clients. If the system uses multiple independent LANSs, configure exactly one PNC
module on each LAN as the mediaredundancy manager.

When aPNCisadded tothe HWC, it is not setup for mediaredundancy. A PNC
module can be configured as either a mediaredundancy manager or clienton the
Media Redundancy tab according to the RX3i PROFINET Controller Manual, GFK-2571,
Chapter 3, Configuration.

Note: To avoid network problems, be sureto follow theinstructionsin the RX3i
PROFINET Controller Manual, GFK-2571, Chapter 6, Redundant Media, when initially
setting up a media redundancy network, when enabling or disabling media
redundancyinan|/O network, or when replacingaPNC module configured as the
mediaredundancy manager.

Configuring Critical Network Ports

Critical Network Ports are described in the RX3i PROFINET Controller Manual, GFK-
2571, Chapter 3, Configuration - PROFINET Controller Parameters (Settings Tab).

Toforce arole switch when one or more of the PROFINET Controller module’s
network portsis disconnected from the network, configure the desired network
port(s) as critical. When all of the critical network ports are disconnected from their
networks, the PROFINET Controllerlogs a diagnostic fault. If the PROFINET Controller
is controlling redundant devices, the diagnostic fault results in a CPU redundancy role
switch with the CPU placed into Stop/Fault mode.

Note: Detectingthat 1000Mbps copper fixed or copper SFP ports are disconnected
(link loss) does not occur fast enough to invoke a role switch withoutlosing devices.
Thisis the result of the IEEE specification that states that copper ports running at
1000Mbps must have a 750ms link down detection time. Therefore, networks
running at 100Mbps are recommended as they have very fast link down detection
time. Also, copper fixed or copper SFP ports configured as Critical Network ports
connectedto 1000Mbps networks are forced to auto-negotiate to 100Mbps.

Synchronizing PROFINET 1/O Configuration to Secondary Hardware
Configuration
When you have finished adding, modifying, or deleting redundantly-controlled

PROFINET I/O devicesin the Primary configuration, you must synchronize those
changesto the Secondary configuration. To do this, right-click the Hardware
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Configuration [Primary], choose Redundancy, and then choose Mirrorto Secondary
Hardware Configuration. This command copies the Primary’s configuration (those
modules that have their Mirrorto Secondary property set to True) to the Secondary’s
configuration. The redundantly controlled PROFINET I/ O devices are included in this

copy.
Figure 25: Mirror Hardware Configuration to Secondary CPU
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You will receive a prompt that this mirroring operation cannot be undone; select Yes
to continue.

If this mirror operation has added anew PNC to the Secondary’s HWC, be sureto set
the following parameters for that PNC:

e The PROFINET Controller’s DeviceName
e The PROFINET Controller’sIP Address

If this mirror operation has added a new Ethernet module to the Secondary’s HWC,
be sure toset the IP Address of that Ethernet Interface (referto Section Error!
Reference source not found., Error! Reference source not found.).

After mirroring, checkthefollowingin the Primary and Secondary configurations:

e PNCdevice name and IP address are correct in the Secondary configuration.
These parameters must be differentfrom the Primary configuration.

¢ Allredundantly-controlled PROFINET inputs areincluded in the Primary and
Secondary CPUs’ Input transfer lists.

e Allredundantly controlled PROFINET outputs areincludedin the Primary and
Secondary CPUs’ Output transferlists.

The Secondary CPU’s transferlists match the Primary CPU’s transfer lists.
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e The Ethernet module IP addresses are correctin the Secondary
configuration.
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5.1.5.9 Mirroring Redundantly Controlled PROFINET Devices to Secondary

When the only changes to an existing Primary hardware configuration are addition,
modification, or deletion of redundantly-controlled PROFINET 10 devices, you can
choose to mirror only those devices to the Secondary configuration. To do this right-
clickthe Hardware Configuration [Primary], choose Redundancy, and then choose
Mirror Redundant PROFINET I/ O Devices. This command copies only the redundantly-
controlled PROFINET I/ O devices from the Primary HWCto the Secondary HWC.

Figure 26: Mirror PROFINETI/O Devices to Secondary CPU
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5.1.6

5.1.6.1

5.1.6.2

Downloading PROFINET 1/O Configuration to the HSB
CPU Redundancy System

This section describes recommended sequences for downloading configurations
containing PROFINET I/O from the PAC Machine Edition programming software into
an HSB CPU redundancy system. Before downloading, generate the Primary and
Secondary configurations as describedin Section 5.1.5, Generating the Hardware
Configuration.

The recommended download sequencevaries according to situation:

Initial Download to Redundancy System
e Download aModified Configuration to aRedundancy System - Stopping the Process

¢ Add/Modify a PROFINET Device Using Reference Memory without Stopping the
Process

e Add/Modify aPROFINET Device Using I/ O Variables without Stopping the Process
Initial Download to Redundancy System

Thisis the sequence for downloading configurations into a new redundancy system.
Both units are initially stopped with no configuration. For this procedurereferto
Section 2:, RX3i Hot Standby Redundancy Quick Start with PROFINET I/O.

Download a Modified Configuration to a Redundancy System —
Stopping the Process

Thisis the sequence for downloading modified configurations to aredundant target
that is already configured and running. Either unit can be the Active unit. This
download sequence stops both units.

1) StopandClear the Secondary CPU.

a. Selectthe Secondary CPU.Stop the Secondary CPU. If the Secondary CPUwas the
Active unit, the Primary CPU becomes the Active unit.

b. Clearthe Secondary CPU's HWC. (If logicand HWC are coupled, select Program
optionin the Clear Memory dialog; this will clear both logicand HWC.

c. Clearthe Secondary CPU’s Controllerand /O Fault Tables.
2) StopandDownloadthe Primary CPU
a. Selectthe Primary CPU. Stop the Primary CPU.

b. Expectthe Primary CPUtologa Loss of Device and an Add’n of Device fault for
each redundantly controlled |/ O Device. Forexample:

0.1.D2 Add'n of Device
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0.1.D2 Loss of Device

c. Clearthe Primary CPU’s Controllerand /O Fault Tables.

d. Downloadthe revised HWC to the Primary CPU. (If logicand HWC are coupled,
select both Hardware Configuration and Logic in the Download to Controller
dialog.)

Expect the Primary CPUto log a Redundancy link communication failure
Controller fault for each RMX module. For example:

0.9 Redundancy link communication failure

0.10 Redundancy link communication failure

e. Confirmthat the Primary CPU did not record any unexpected Loss of Device
faultsin itsl/OFault table.

3) Downloadthe Secondary CPU
a. Selectthe Secondary CPU.
b. Downloadthe revised HWC to the Secondary CPU. (If logicand HWC are
coupled, select Hardware Configuration and Logicin the Download to

Controller dialog.)

c. Confirmthatthe LINK OK LEDs are ON for both RMX modulesin both units
(this could take afew seconds)

d. Confirmthat the Secondary CPUdid not record any unexpected Loss of Device
faultsin itsl/Ofault table.

4) Startthe Primary and Secondary CPUs
a) Selectthe Primary CPUand put it into Run mode.
b) Selectthe Secondary CPUand put itinto Run mode.

5) [Optional] The logic applicationin the Primary and Secondary CPUs can examine the
All Devices Connected module status bit at each PNC module.
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5.1.7 Adding or Modifying a PROFINET I/O Device without
Stopping the Process

Itis possible to add a new redundantly controlled PROFINET IO device, oradd /O
module(s) to an existing redundantly controlled PROFINET I/ O devicein an HSB CPU
redundancy system that is already running without stopping the application process.
The procedures differ, depending upon whether the PROFINET I/ O device uses
reference memory orl/Ovariables. Both procedures are presented below.

5.1.7.1 Add/Modify a PROFINET Device Using Reference Memory without
Stopping the Process

If the new I/O Device or new /O module(s) will use reference memory, use this
procedure. If the newreference memory locations are not already in the transfer lists,
you must first modify the transfer lists and execute a dual run-mode-store of the
revised transfer lists before you add the new I/ O device and/or /O module(s) to the
configuration.

This procedure allows you to modify a device’s Hardware Configuration without stopping
the process that is being controlled. However, that devices inputs and outputs will default
and remain defaulted for a short period of time during this procedure.

When adding a new I/O device, determine the I/ O network on which you will add this
device. If you have not already assigned the network name for this device, assign it
now. You can do this from the programming software by right-dicking the PNC
module and selecting Launch Discovery Tool. For more information, refer to the
PACSystems RX3i PROFINET Controller Manual, GFK-2571, Chapter 3, Configuration -
Assigning I/O DeviceNames.
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5.1.7.11

Update Transfer Lists

1. Displaythe Primary CPU’s Transfer List tab. Record the starting addresses
and lengths for %l and %Al of the Input Transfer Point. Record the starting
addresses and lengths for the %Q and %AQ of the Output Transfer Point.

2. Determine thelist of modulesto be added to the device. (For anew device, also

include the head-endin the list.) Use this module list during steps 3 of this

sectionand step 2in Section 5.1.7.1.2 below.

3. Foreachmoduleinthe list, determinethe reference memory rangesto be

added for this module. Then determine the overall reference memory ranges

used by this new or modified device.

4. |If the overall reference memory ranges for this device are already present in the
CPU’stransfer lists, the transferlists do not need to be revised. Proceed tostep 1

in Section5.1.7.1.2 to edit and download the Hardware Configuration.

5. If the overall reference memory ranges for this device fall outside of the
CPU’stransfer lists, edit the Primary CPU’s transfer list to include the

reference memory ranges used by this device. Also update the Transfer List

starting addresses andlengths.

6. Confirmthat both the Primary and Secondary CPUs arein Run mode and that

the LINK OK LEDs are ON for both RMX modulesin both units.
7. Connect the programming software to the Primary CPU.

8. Initiate adownloadtothe controller. Be sure to leave the box next to Do
synchronized activation of redundant controllers checked. Press OK.

Figure 27: Run Mode Store Options at Download
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1. Disconnect the programming software.
2. Connect the programming software to the Secondary CPU.

3. Initiate adownloadtothe controller. Be sure toleave the box next to Do
synchronized activation of redundant controllers checked. Press OK.
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4. Disconnect the programming software.
5.1.7.1.2 Add new Device and/or Modules to Hardware Configuration

1. Foranew device, addthe new device to the Primary CPU’s Hardware
Configuration.

2. Addmodulesto the device in the Primary CPU’s Hardware Configuration. For
eachmodule in a new device (including the head-end), or for each new
module in an existing device, do the following:

a. Make sure the module’s Variable Mode property to False (the default
value).

b. Setthe module’sReference Address parameters. (These were recordedin
the module list.

3. Display the Primary CPU’s Transfer Listtab and readjust the CPU Transfer
Lists to the reference memory ranges thatyou previously recorded. Set the
starting addresses and lengths for %l and %Al of the Input Transfer Point to
the recordedvalues. Set the starting addresses and lengths for the %Q and
%AQ of the Output Transfer Point to the recorded values.

Note: During validation, the programming software automatically mirrors
redundantly controlled PROFINET devices from the Primary hardware configuration
tothe Secondary hardware configuration. You do not need to manually mirror the
new or modified PROFINET device.

5.1.7.1.3 Download Hardware Configuration to both units
1. Connect the programming software to the Backup unit.
2. Stopthe Backup unit.

3. Initiate adownload tothe controller. Select Hardware Configurationinthe
Download to Controller dialog. When the download completes:

If changing the configuration of an existing device:

a. Confirmthat the LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds).

b. Wait approximately 10 seconds to give the stopped unit time to connect to
all of its unmodified PROFINET devices.

0.5.D2 Loss of Device

c. Expectthisunittologa Loss of Device faultinits|/O Fault table for the
device undergoing Hardware Configuration changes. This occurs because
this unit’s copy of the device’s Hardware Configurationdoes not match the
other unit’s copy.

d. Because atleast one configured device is not connected, the ACTIVELED on
the corresponding PNC should become solid amber.
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e. Confirmthat the stopped unit did not record any unexpected Loss of Device
faultsin itsl/Ofault table.

Note: If arole switch or a control takeover occurs before a device connects to this
unit, that device’s inputs and outputs will default.

If adding a newdevice only:

a) Confirmthat the LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds)

b) Wait approximately 10 seconds to give the stopped unit time to connect to
all of its unmodified PROFINET devices.

c) If all of the devices configured for aPNC are present, that PNC’s ACTIVELED
should become solid green. If one or more devices are not present, confirm
that the stopped unit did not record any unexpected Loss of Device faultsin
itsl/O Fault table.

d) Putthe stopped unitinto Run mode.

Note: If arole switch or acontrol takeover occurs before a device connects to this
unit, that device’s inputs and outputs will default.

If adding a newdevice only:

Optional: If you would like to switch control to this unit before it happens
automaticallyin step b, you canrequest arole switch now.

a. Disconnect the programming software.
a. Connect the programming software to the otherunit.
b. Stop that unit

If changing the configuration of an existing device:

a. The modified device’sinputs and outputs will default and remain defaulted

until step 26.
c. Thestopped unit willlogaLoss of Device fault for that device initsl/O
Fault table.
0.5.D2 Loss of Device

d. The stopped unit may log an Add’n of Device fault for that device inits|/O
Fault table.

0.5.D2 Add'n of Device
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e. Initiate adownloadtothe controller. Select Hardware Configuration in the
Download to Controller dialog. When the download completes:

f. Confirmthat the LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds).

g. Wait approximately 10 seconds to give the stopped unit time to connect
toall of its PROFINET devices.

If changing the configuration of an existing device:

Within this 10 second interval, expect |/O to resume on the device that
was modified, and expect the running unit to log an Add’n of Device
fault for that device inits1/O Fault Table.

| A

a. If all of the devices configured for aPNC are present, that PNC’s ACTIVE
LED should become solid green. If one or more devices are not present,
confirmthat the stopped unit did not record any unexpected Loss of
Device faultsinits|/Ofault table. Note: If arole switch or a control
takeover occurs before adevice connects to this unit, thatdevice’s inputs
and outputs will default.

h. Putthe stopped unitinto Run mode. This unit now becomes the Backup
unit. If desired, requestarole switch to make this unit the Active unit

i. Disconnect the programming software.
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5.1.7.2 Add/Modify a PROFINET Device Using 1/O Variables without
Stopping the Process

Thisis the sequence for adding a new PROFINET I/ O device, or adding 10 modules(s)
to an existing PROFINET I/ O device, when the PROFINET IO device uses|/O variables.

If the new I/ O Device or new1/O module(s) will use I/ O Variables, use this procedure.
This procedure requires you to create the I/O variables and execute a dual run-mode-
store of the revised transfer lists before you add the new I/O deviceand/or 1/O
module(s) to the configuration.

This procedure allows you to modify a device’s Hardware Configuration without
stopping the process that is being controlled. However, that device’sinputs and
outputs will default and remain defaulted for ashort period of time during this
procedure.

1. Whenaddinga new /O device, determinethe 1/O network on which you
will add this device. If you have not already assigned the network name for
this device, assign it now. You can do this from the programming software
by right-clicking onthe PNC module and selecting Launch Discovery Tool.
For more information, referto the PACSystems RX3i PROFINET Controller
Manual, GFK-2571, Chapter 3, Configuration - Assigning /O Device Names.

5.1.7.2.1 Create I/O Variables

2. Displaythe Primary CPU’s Transfer Listtab. Record the starting addresses
and lengths for %l and %Al of the Input Transfer Point. Record thestarting
addresses and lengths for the %Q and %AQ of the Output Transfer Point.

3. Determine thelist of modulesto be addedto the device. (For anew device,
also include the head-endin the list.) Use this list during steps 3 through 6
below.

Note: Do not add the device or module(s) to the Hardware Configuration until step
15.

4. Foreachmodule inyour list that will have discrete inputs:
Create anew variable of Data Type BOOL.

b. Setthe Array Dimension 1 property to the number of input points
provided by the module.

c. Setthe RefAddress propertytoan unused %l location.
d. SettheInput Transfer Listpropertyto True.

5. Foreachmodule inyour list that will have discrete outputs:

a. Create anew variable of Data Type BOOL.
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b. Setthe Array Dimension 1 property tothe number of output points
provided by the module.

c. Setthe RefAddress propertytoan unused %Q location.
d. Setthe Output TransferList propertytoTrue.

6. Foreachmoduleinyour list that will have analoginputs:
a. Create anew variable of Data Type WORD.

b. Setthe Array Dimension 1 property to the number of channels provided
by the module.

c. Setthe Ref Address property toanunused %Allocation.
d. Setthe Input Transfer List property to True.

7. Foreach module inyour list that will have analog outputs:
a. Create anew symbolicvariable of Data Type WORD.

b. Setthe Array Dimension 1 property tothe number of channels provided
by the module.

c. SettheRefAddresspropertytoanunused %AQ location.

d. Setthe Output TransferList property to True.

5.1.7.2.2 Download the Revised Transfer Lists to Both Units (Dual Run-mode Store)

8. Confirmthat both the Primary and Secondary CPUs are in Run mode and
that the LINK OK LEDs are ON for both RMX modulesin both units.

9. Connect the programming software to the Primary CPU.

10. Initiate adownload tothe controller.Be sure toleave the box next to Do
synchronized activation of redundant controllers checked. Press OK

Figure 28: Run Mode Store Optionsat Download
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11. Disconnect the programming software.
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12. Connect the programming software to the Secondary CPU.

13. Initiate adownload to the controller.Be sure toleave the box next to Do
synchronized activation of redundant controllers checked. Press OK.

14. Disconnect the programming software.

5.1.7.2.3 Add new Device and/or Modules to Hardware Configuration

15. Foranew device, add the new device to the Primary CPU’s Hardware
Configuration.

16. Add modulesto the device in the Primary CPU’s Hardware Configuration. For
each module ina new device (including the head-end), or for each new module
inan existing device, do the following:

a. Setthe module’sVariable Mode property to True
b. Select module’s Terminals tab.

c. Foreachgroup of inputs and outputs shown on this tab, right-click on the
first point and select Map Variable. Select thevariable that you created for
this group during steps 3 through 6.

17. Visit the Primary CPU’s Transfer List tab and readjust the CPU Transfer Lists to
original reference memory ranges as recordedin step 2. Setthe starting
addresses and lengths for %l and %Al of the Input Transfer Point to the
recordedvalues. Setthe starting addresses and lengths for the %Q and %AQ of
the Output Transfer Point to the recorded values.

Note: During validation, the programming software automatically mirrors
redundantly controlled PROFINET devices from the Primary hardware configuration
tothe Secondary hardware configuration. The user does not need to manually mirror
the new or modified PROFINET device.

18. Download Hardware Configuration to Both Units
19. Connect the programming software to the Backup unit.
20. Stop the Backup unit.

21. Initiate adownload to the controller. Be sure to select both Hardware
Configuration and Logic in the Download to Controller dialog. When the
download completes:

If changing the configuration of an existing device:

a. Confirmthatthe LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds).

b. Wait approximately 10 seconds to give the stopped unit time to connect
toall of its unmodified PROFINET devices.
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c. Expectthisunittologa Lossof Device faultinits|/Ofault table for the
device undergoing Hardware Configuration changes. This occurs because
this unit’s copy of the device’s Hardware Configurationdoes not match the
other unit’s copy.

0.5.D2 Loss of Device

d. Because at least one configured device is not connected, the ACTIVELED
on the corresponding PNC should become solid amber.

e. Confirmthat the stopped unit did not record any unexpected Loss of
Device faultsinits|/Ofault table.

Note: If arole switch or a control takeover occurs before a device connects to this
unit, that device’sinputs and outputs will default.

If adding a newdevice only:

22. Confirmthat the LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds).

23. Wait approximately 10 seconds to give the stopped unit time to connect to all
of its unmodified PROFINET devices.

24. If all of the devices configured for aPNC are present, that PNC’s ACTIVELED
should become solid green. If one or more devices are not present, confirm
that the stopped unit did not record any unexpected Loss of Device faultsinits
I/Ofault table.

Note: If arole switch or acontrol takeover occurs before a device connectsto this
unit, that device’s inputs and outputs will default.

25. Put the stopped unitinto Run mode.

If adding a newdevice only:

Optional: If you would like to switch control to this unit before it happens
automaticallyin step 14, you can request arole switch now.

12. Disconnect the programming software.
13. Connect the programming software to the otherunit.
14. Stop that unit.

If changing the configuration of an existing device:

a. The modified device’sinputs and outputs will default and remain defaulted

until step 26.
b. The stopped unit will logaLoss of Device fault for that device inits /O fault
table.
0.5.D2 Loss of Device
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The stopped unit may log an Add’n of Device fault for that device inits /O fault table.
0.5.D2 Add'n of Device |

26. Initiate adownload to the controller. Be sure to select both Hardware
Configuration and Logicin the Download to Controller dialog. When the
download completes:

a. Confirmthat the LINK OK LEDs are ON for both RMX modulesin both units
(this may take a few seconds).

b. Wait approximately 10 seconds to give the stopped unit time to connect
toall of its PROFINET devices.
If changing the configuration of an existing device:

Within this 10 secondinterval, expect |/ O to resume on the device that was
modified, and expect the running unit to log an Add’n of Device fault for
that device initsl/Ofault table.

0.5.D2 |Add'n of Device

c. Ifallof the devices configured for aPNCare present, that PNC’s ACTIVE
LED should become solid green. If one or more devices are not present,
confirm that the stopped unit did not record any unexpected Loss of
Device faultsinits1/Ofault table.

Note: If arole switch or a control takeover occurs before a device connects to this
unit, that device’sinputs and outputs will default.

27. Putthe stopped unitinto run mode. This unit now becomes the Backup unit. If
desired, request arole switch to make this unit the Active unit.

28. Disconnect the programming software.
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Using the Redundancy Wizards

Machine Edition software provides redundancy wizards to create a hardware
configuration with the correct parameter settings for the redundancy scheme that
you choose. Refer to Section 0 Hardware Configuration Parameters.

for details on parameters specific to redundancy systems. To launch the wizard, go to
the Navigation window, right click Hardware Configuration, point to Redundancy,
and then choose Wizard.

Figure 29: PME Redundancy Wizard
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To configure a Hot Standby CPU Redundancy system using the wizards:

1. Run the Set up Primary Hardware Configuration for CPU Redundancy wizard.
Thiswizard configures aredundant CPU inslot 1 of the main rack and allows
youto select the location of the RMX modules used for redundancy links.

2. Complete configuration of all parameters for the Primary CPU.

3. Whenyou have finished configuring the Primary CPU, run the Generate
Secondary Hardware Configuration from the Current Configuration wizard.
This wizard copies the Primary hardware configuration to the Secondary
configuration and adjusts appropriate parameters for the Secondary
configuration.

4. Edit the configuration parameters for eachitemin the Secondary CPU’s

hardware configuration that is unique for the Secondary CPU (for example, the
Secondary CPU’sdirect IP address and the CPU’s SNP ID).
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5.1.8 Synchronizing the Hardware Configurations

To synchronize the two configurations (after making changes to the Primary
configuration or uploading a different Primary configuration), right-dick Hardware
Configuration, choose Redundancy, and Mirrorto Secondary Hardware
Configuration. This command copies the Primary hardware configurationtothe
Secondary configuration and adjusts appropriate parameters for the Secondary
configuration.

Note: You can control whetherthe contents of specific slotsin the Primary
configuration are copied to the Secondary configuration. If the Mirrorto Secondary
property for aslot is set to True (default), the configured module in that slot in the
Primary configuration overwrites the corresponding slot in the Secondary
configuration. I/ O variables associated with amodule in the Primary configuration are
copied tothe corresponding module in the Secondary configuration.

To prevent aslot from being mirrored, set this property to False.

Figure 30: PME Command to Mirror Configuration to Secondary Controller
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Hardware Configuration Parameters

5.1.9 CPU Parameters

This section discusses only the parameters that apply to redundancy systems. For
information on all the CPU parameters, referto the PACSystems RX3iand RSTi-EP CPU
Reference Manual, GFK-2222.

5.19.1 Settings
Table 5-1Hardware Configuration Parameter Definitions
Parameter |Default |Choices Description
Stop-Mode |Disabled [N/A Always Disabled for aRedundant CPU.
IS{?anning

Watchdog (200 10 through 1000, in |The watchdog timer, whichis designed to
Timer (ms) increments of 10 ms|detect failure to complete sweep conditions,
Requires avalue thatlis useful in detecting abnormal operation of
is greater thanthe |the application program, which could
programsweep prevent the CPU sweep from completing
time. within a specified time period. The CPU
restarts the watchdog timer at the
beginning of each sweep. The watchdog
timer accumulates time during the sweep.

In a CPU redundancy system, the watchdog
timer should be set to allow for the
maximum expected scan time plus two fail
wait times. (The Fail Wait parameteris set
on the Redundancy tab.) Furthermore, the
watchdog timer setting must allow enough
time for the CPU to complete one input data
transfer and two output data transfers.

5.1.10 Scan Parameters

5.1.10.1 Communications Window Considerations

The redundant CPU supports the use of high-speed communications modules such as
the Ethernet Interface. Requests from devices attached to these communications
modules are handledin the Controller and Backplane Communications windows.
Because these requests can be sent in large volumes, there is the potential for either
of these windows to be processing requests for a significant amount of time.
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One way to reduce the risk of one CPU failing to rendezvous at a synchronization
point with the other CPUis to configure the Controllerand Backplane
Communications windows for Limited Window mode. This sets a maximum time for
these windows torun.
Other options are to configure the CPU sweep mode as Constant Window or
Constant Sweep. The CPUwill then cycle through the communications and
background windows for approximately the same amount of time in both units.
Parameter Default Choices Description
Sweep Mode Normal Normal For details on sweep modes, refer to the
Constant Window PACSystems RX3i and RSTi-EP CPU Reference
Constant Sweep. Manual, GFK-2222.
Controller Limited Limited: Time sliced. The (Available only when Sweep Mode is set to
Communications maximum execution time for [ Normal.) Execution settings for the
Window Mode the Controller Controller Communications Window.
Communications Window per
scan is specifiedin the
Controller Communications
Window Timer parameter.
Complete: The window runs to
completion. There is no time
limit.
Controller Controller Controller Communications The maximum execution time for the

Communications
Window Timer

Communications
Window Mode is:
Limited: 10
Complete: There is
no time limit.

Window Mode is:

Limited: 0through 255 ms.
Complete: Read only. There is
no time limit.

Controller Communications Window per
scan.

Backplane
Communications
Window Mode

Limited

Limited: Time sliced. The
maximum execution time for
the Backplane
Communications Window per
scan is specifiedin the
Backplane Communications
Window Timer parameter.
Complete: The window runs to
completion. There is no time
limit.

(Available only when Sweep Mode is setto
Normal.) Execution settings for the
Backplane Communications Window.

Backplane
Communications
Window Timer (ms)

10 ms for Limited
mode

Limited: Valid range: 0 through
255 ms.

Complete: Read only. There is
no time limit.

(Available only when Sweep Mode is set to
Normal.) The maximum execution time
for the Backplane Communications
Window per scan. This value can be
greater than the value for the watchdog
timer.

Itis highly recommended that this
parameter be set to the same value for
both CPUs in aredundancy pair.

Background 5ms 0 through 255 ms Setting the background window time to
Window Timer zero disables the background RAM tests.
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Parameter Default Choices Description
Sweep Timer 100 ms 5 through 2550 ms, in (Available only when Sweep Mode is set to
(ms) increments of 5. Ifthe value Constant Sweep.) The maximum overall
typed is not a multiple of 5ms, | controller scan time. This value cannot be
itis rounded to the next greater than the value for the watchdog
highest valid value. timer.

Some or all of the windows at the end of
the sweep might not be executed. The
windows terminate when the overall
sweep time has reached the value
specified for the Sweep Timer parameter.

Window Timer 10 3 through 255, in increments | (Available only when Sweep Mode is set to
(ms) of 1. Constant Window.) The maximum
combined execution time per scan for the
Controller Communications Window,
Backplane Communications Window, and
Background Communications Window.
This value cannot be greater than the
value for the watchdog timer.

Number of Last 0 0-5 (Should be setto 0.) The number of scans to execute after the
Scans PACSystems CPU receives an indication
that a transition from Run to Stop mode
should occur.

Ina redundancy system, this parameter
should be set to 0 (default). Using a non-
zero value would allow a unit to stay in
RUN mode for afew sweeps after
detecting a fatal fault.
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5.1.10.2 Memory Parameters
5.1.10.2.1 Point Fault References
For applications that use redundantly controlled PROFINET I/ O, the use of input point
faultsis strongly recommended. By default, point faults are disabled; they must be
enabledin the CPU configuration. Select the CPU module; inthe Memory tab setthe
Point Fault References parameters to Enabled. For further details, referto the
PACSystems RX3i and RSTi-EP CPU Reference Manual, GFK-2222.
5.1.10.2.2 Fault Parameters
Table 5-2: Fault Parameter Definition
Parameter Default Choices Description
Recoverable | Diagnostic Diagnostic Redundant CPUs only.
Local Memory Fatal Determines whether a single-bit ECC error causes
Error the CPU to stop or allows it to continue running.
Note that this fault configuration parameter must
be added to the CPL410/CPE400/CPE330 PME
hardware configuration.
5.1.10.2.3 Redundancy Parameters
Table 5-3: Redundancy Parameter Definitions
Parameter Default Choices Description
Redundancy Primary Primary Specifies whether the current
Mode Secondary Hardware Configuration is
(Read-only when the Dual Primary or Secondary.
HWC target property is set | When the Dual HWC target
to True.) property is setto True, one
Hardware Configuration is
automatically setto Primary, and
the other to Secondary.
Control HSB HSB Selects the HSB control strategy.
Strategy
Fail Wait Time |60 40 through 400 ms, in The maximum amount of time
increments of 10 ms. this CPU waits for the other CPU
to reach a synchronization point.
For recommendations on setting
Fail Wait Time, refer to Section 0
Fail Wait Time.
Redundancy Determined by | Read-only The number of redundancy links
Links number of 0: The CPUbehaves as a configured for this unit. Each
redundancy redundant CPU without a redundancy linkis a pair of RMX
links Backup. modules (one in each unit) that
configured for [ 1: The CPUbehaves as a have the Redundancy Link
this unit. redundant CPU with one parameter set to Enabled.

redundancy link.

2: The CPU behaves as a
redundant CPU with two
redundancy links. - Strongly
Recommended
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Parameter Default | Choices | Description

—Redundancy Link1 —

Rack Number |0 (Read only) 0 The rack location of the first RMX
module. (Shown only if the
Redundancy Links parameter is 1
or2.)

Slot Number |Determined by | (Read only) The slot location of the first RMX

slot location of module. (Shown only if the
RMX module. Redundancy Links parameter is 1
or2.)

—Redundancy Link2 —

Rack Number [0 (Read only) 0 The rack location of the second
redundancy link. (Shown only if
the Redundancy Links parameter
is2.)

Slot Number |Determinedby | (Read only) The slot location of the second

slot location of redundancy link. (Shown only if
RMX module. the Redundancy Links parameter
is 2.)
5.1.10.3 Transfer List

Use this tabto select the ranges of references that will be transferred from the Active
unit to the Backup unit. If the program logic requires identical input values for the
two units, those references must be includedin the input transfer list.

A maximum of 2 Mbytes of data can be included in the transfer list. The amount of
data transferredis also limited by the amount of user memory consumption.
Overrides and Legacy-style Transitions are transferred for any specified discrete
transfer data, as well as point fault information for transferred discrete and analog
data if Point Faults are enabled. Transferred data, along with user program,
configuration, and reference memory size, etc. all count against the user memory
size and contributes to the CPU scan time.

Because the redundancy transferlist is part of hardware configuration, the transfer
listsin both units must be the same for synchronization to occur.

Note: Individual variables can also be configured as transferred variablesin either or
both the input and output transfer lists. For details, refer to the Section 0,
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Adding Individual Variables to the Transfer Lists.

Toview the amount of memory used for transfer data (redundancy memory usage),
go online and store the configuration. Thenright click the Target, choose Online

Commands, and select Show Status. In the status dialog box, select the Redundancy
tab.
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Figure 31: Display of Redundancy Memory Usage
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Parameter

Default

Choices

Description

Input/Output Transfer Point

inthe Memory tab. The value of the
beginning reference address plus the
value of the length must be less than,
or equal to, the configured limit.

%l %100001 This address must be byte-aligned, The starting address for the range of %I references
Reference that is, it must have a value of 8n + 1. [ that are synchronized between the redundant CPUs.
Example: %100025
where 25= (8 x3) +1.
%l Length |0 0 through (32,768 - Iref+ 1), in The number of %I references that are synchronized
increments of 8, where Iref = the value | between the redundant CPUs.
setin the %I Reference parameter.
%Q %Q00001 | This address must be byte-aligned, The starting address for the range of %Q references
Reference that is, it must have a value of 8n + 1. [ that are synchronized between the redundant CPUs.
Example: %$Q00049,
where49 = (8x 6) +1.
%Q Length | 0 0 through (32,768 - Qref+ 1),in The number of %Q references that are synchronized
increments of 8, where Qref =the between the redundant CPUs.
value setinthe % Q Reference
parameter.
%M %M00001 | This address must be byte-aligned, The starting address for the range of %M references
Reference that is, it must have a value of 8n + 1. [ that are synchronized between the redundant CPUs.
Example: %$M00121,
where 121 = (8% 15) + 1.
%M Length | 0 0 through (32,768 - Mref+ 1),in The number of %M references that are synchronized
increments of 8, where between the redundant CPUs.
Mref =the value setinthe % M
Reference parameter.
%G %G00001 | This address must be byte-aligned, The starting address for the range of %G references
Reference that is, it must have a value of 8n + 1. | that are synchronized between the redundant CPUs.
Example: %G00081,
where 81 =(8x 10) + 1.
%G Length | 0 0 through (7,680 - Gref + 1),in The number of %G references that are synchronized
increments of 8, where Gref = the between the redundant CPUs
value setinthe % G Reference
parameter.
%Al %Al00001 | The limit configured for %Al references | The starting address for the range of %Al references
Reference is based onvalues provided in the that are synchronized between the redundant CPUs.
Memory tab. The value of the
beginning references plus the value of
the length must be less than, or equal
to, the configured limit.
%Al Length | 0 0 through (Alul - Alref + 1), where Alul | The number of %Al references that are synchronized
= the upper limit of %Al memory between the redundant CPUs.
configured on the Memory tab, and
Alref = the value setin the %Al
Reference parameter.
%AQ %AQ00001 | The limit configured for %AQ The starting address for the range of %AQ references
Reference references is based on values provided | that are synchronized between the redundant CPUs.
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Parameter| Default | Choices Description
%AQ 0 0 through (AQul - AQref + 1), where The number of %AQ reference addresses that are
Length AQul = the upper limit of AQ memory | synchronized between the redundant CPUs. The
configured on the Memory tab, and limit configured for %AQ references is based on
AQref =the value setinthe % AQ values provided inthe Memory tab. The value of the
Reference parameter. beginning reference plus the value of the length
must be less than, or equal to, the configured limit.
%R %R00001 | The limit configured for %R references | The starting address for the range of %R references
Reference is based onvalues provided in the that are synchronized between the redundant CPUs.

Memory tab. The value of the
beginning references plus the value of
the length must be less than, or equal
to, the configured limit.

%R Length | 0 0 through (Rul - Rref+ 1), where Rul= | The number of %R reference addresses that are
the upper limit of %R memory synchronized between the redundant CPUs. The
configured on the Memory tab, and limit configured for %R references is based on values
Rref =the value setinthe %R Reference | provided in the Memory tab. The value of the
parameter. beginning address plus the value of the length must

be less than, or equal to, the configured limit.
W %W00001 | The limit configured for %W references | The starting address for the range of %W references
Reference is based onvalues provided in the that are synchronized between the redundant CPUs.

Memory tab. The value of the
beginning reference address plus the
value of the length must be less than,
orequal to, the configured limit.

%W Length | 0 0 through (Wul - Wref + 1), where Wul | The number of %W references that are synchronized
= the upper limit of W memory between the redundant CPUs. The limit configured
configured on the Memory tab, and for %W references is based on values provided in the
Wref = the value setin the %W Memory tab. The value of the beginning reference
Reference parameter. address plus the value of the length must be less

than, or equal to, the configured limit.

5.1.10.3.1 Genius HSB

If the programlogic requiresidentical input values for the two units, those references
(including Genius inputs) must be included in the input transfer list.

You must include all redundant Genius outputs, (that is, those %Q and %¥AQ
references tied to redundant Genius devices, in the output transferlist). Failureto do
so will result inthe Primary CPU always determining the outputvalues, even when it
is the Backup unit.

By default, Machine Edition generates an errorand prevents storing of the
configurationif aredundant output is not included in the transfer list. For special
situations, you can adjust the Target property, Genius Output, to generate awarning
instead.

Note: In an RX3i CPU Redundancy system, when a GBCis configured as Redundant
Controller External, all its outputs are redundant.
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5.1.11 Redundancy Memory Xchange Module Parameters

Table 5-4: Redundancy Memory Xchange Module Parameters

Parameter Default [Choices Description

Redundancy Enabled |Enabled If the RMX module is being used as aredundancy link,

Link this parameter must be set to Enabled. An RMX module
Disabled being used as aredundancy link cannot be used as a

general-purpose reflective memory module. All the
reflective memory parameters are unavailable, and the
Interrupt parameter is set to Disabled.

5.1.12 Ethernet Interface Parameters

Each unit contains at least one Ethernet interface thatis assigned adirect IP address
usedtodirectly access the specific unit. A third, redundant, IP address can be
assigned to the pair of Ethernet interfacesin both the Primary and Secondary CPUs.
The redundant IP address is active on the Ethernet interface in only one of the units at
a time, the Active unit. All data sent to the redundant IP address (including EGD
producedto the redundant IP address) is handled by the Active unit. When active, the
Ethernet interface always initiates communications using the redundant IP address.
When the unit is not active, all communications are initiated through the direct IP
address. For more information about the Redundant IP address, refer to Section 0,
RedundantIPAddresses.

You can have up tofour Ethernet interfacesin each rack, including the embedded
Ethernetinterface inan CPU. Each Ethernet interface can be set up as part of a pair for
the purposes of redundant IP. (You can also include Ethernet interfaces in the unit
that are not part of aredundant IP pair.)

When an Ethernet Interfaceis configured to produce Ethernet Global Data (EGD), you
must configure aredundant IP address in addition to the direct IP address. For more
information about using EGD in a redundancy system, referto Section 6: Operation.
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Table 5-5: Ethernet Interface Parameter Definitions

Address

Parameter Default|Choices Description
IP Address 0.0.0.0 |x.x.x.x where X[This IP address, also known as the direct IP address,
ranges from |always applies only to this unit. The IP Address should be
1to 255 assigned by the person responsible for your network.
TCP/IP network administrators are familiar with these
sorts of parameters and can assign values that work with
your existing network. Ifthe IP address is improperly set,
your device might not be able to communicate on the
network and could disrupt network communications.
Redundant IP  |Disable [Disable Enabling this feature allows the Ethernet Interface to
share an IP address with the corresponding Ethernet
Enable Interface in the other unit. When this parameter is
enabled, a Redundant IP Address must be entered.
Redundant IP |0.0.0.0 [x.x.x.x where x|{(Available only when the Redundant IP parameter is set

ranges from
1to 255

to Enable.) The IP address shared by two Ethernet
Interfaces that are connected to the same network and
reside in separate units (one in the Primary CPU and the
other in the Secondary CPU). Although the redundant 1P
address is shared by both Ethernet Interfaces, only the
Interface in the Active unit responds to this IP address.
This IP address is assigned in addition to the device’s
Primary IP address.

The redundant IP address must not be the same as the
direct IP address of either Ethernet Interface. The
redundant IP address must be on the same sub-network
as the directIP address and Gateway IP Address, if used.

For more information about Ethernet redundancy, refer
to the PACSystems RX3i and RSTi-EP TCP/IPEthernet
Communications User Manual, GFK-2224.
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5.1.13

5.1.13.1

5.1.13.2

5.1.13.3

Rack Module Configuration Parameters

I/O Interrupts

Interrupts cannot be ENABLED when the configured CPU is a Redundant CPU. When a
redundant CPU is configured, any interrupts enabled in the configuration are
DISABLED.

I/O Variables

Anl/Ovariable is a symbolic variable that is mapped to a terminal in the hardware
configuration for individual modules. A terminal can be one of the following: a
physical discrete or analog 1/O point on a PACSystems module or on a Genius device,
a discrete or analog status returned from a PACSystems module, or Global Data. The
use of |/Ovariables allows you to configure hardware modules without having to
specify the reference addresses to use when scanning theirinputs and outputs.
Instead, you can directly associate variable nameswith amodule’sinputs and
outputs.

I/Ovariables can be used any place that other symbolic variables are supported, such
as inlogic as parameters to built-in function blocks, user defined function blocks,
parameterized function blocks, C blocks, bit-in-word references, and transitional
contacts and coils. For additional information on the use of I/O variables, referto the
PACSystems RX3i and RSTi-EP CPU Reference Manual, GFK-2222.

Figure 32: Example of Mapping Hardware /O Variables

Settingsl Wiringl Channel #1 I Charnel #2' Channel #3' Charnnel #4' Power Conzumption T erminals

bodule Hode " ariable | Addrezs | Dezcription |
ElE| Slot 11 [ICES7ALG320) =
EI@ Reference Address
2w ALGI20_ M EOWwW011.01 Channel 1

@)W PRl
- 2 wd Expand &ll
Collapse Al

Using /O Variables in a Redundancy System

In aredundancy system, the mapping of I/ O variables must be the same in both units.
It is possible to have different modules configuredin each unit, aslong as the
modules that differ do not have I/ O variables assigned to them.

When an|/Ovariable is added, moved or deleted in one hardware configuration,
Machine Edition performs the same action on the otherhardware configuration. If
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you move a module with I/Ovariables to a different rack location, the variablesin the
corresponding module in the other hardware configuration are disassociated,
causing an |/O Variable Mismatch error. If an |/ O variable is assigned to a module in
one unit without a corresponding I/ O variable on amodule of the same type in the
other unit, an /O Variable Mismatch error will be generated upon validation.

I/Ovariables can be configured as transferred variablesin either or both theinput and
output transfer lists. For details, referto Section 0,
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Adding Individual Variables to the Transfer Lists.

5.1.14 Genius Bus Configuration

5.1.14.1 Bus Controller Configuration Parameters

When configuring the PRIMARY controller, all GBCs configured for external
redundancy must have Serial Bus Address 31.

When configuring the SECONDARY controller, all GBCs configured for external
redundancy1 must have Serial Bus Address 30.

Note: It is possible to configure Genius networks in which there is not aredundant
bus controller inthe otherunit. For such networks, it is not necessary for the serial
bus addressestobe 31inthe Primary CPU systemand 30in the Secondary CPU
system.

For single Genius bus networksin targets, the GBCs’ Redundancy Mode parameter
must be configured for Redundant Controllerwith the redundant pair set to External.

For single Genius bus networks in RX3i targets, the GBCs’ Redundancy Mode
parameter must be configured for Redundant Controller - External.

For Dual Bus Genius networks in targets, the GBCs must be configured for Dual
Bus/Redundant Controller.

For Dual Bus Genius networks in RX3i targets, the GBCs must be configured for
Redundant Controller - External.

Note: Dual Bus Genius networks in RX3i targets need to be configured manually, and
%l and %Al references on Genius bus B must have offsets. The %l offset is 10000 and
the %Al offset is 5000.

Note: GBCs for networks that are connected to just one unit can have any setting.
5.1.14.2 Genius Device Configuration Parameters
All Genius devices that are connected to both units must be configured as redundant.

Note:Devices that are connected to just one unit can use any available setting.

Note:In an RX3i CPU Redundancy System, when a GBC is configured as Redundant
Controller - External, allits outputs are redundant.
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AddingIndividual Variables to the Transfer Lists

Individual variables can be configured as transferred variablesin the input transfer list
and/or the output transfer list. Mapped, managed (symbolic and I/ O), and function
block instance variables can be transferred. Thisis the only way that managed and
function blockinstance variables can be transferred.

The following types of variables cannot be transferred:
e MappedBOOL variables with bit-in-word addresses

e Elementsof BOOL arrays that are mapped to word memories (%R, %W, %Al,
% AQ)

e Aliasestovariables

The Input Transfer List and Output Transfer List properties for avariable are set to
False by default. To add or remove avariable to or from the variable transfer list, edit
the Properties for that variable, as shownin Figure 27Error! Reference source not
found..

In most cases, avariable should be part of the input or output transfer, but not both.
In some unusual cases, where thereis aneed to update avariable at both transfer
pointsin the sweep, thevariable can be configured for both lists.

Figure 33: Configurationforincludinga Variablein the Transfer List

‘iariable [Fs7i_Redund] i’
Mame ALG320 01
D e=zcription
Publish Irternal
Array Dimenzion 1 I
Data Source GE FAMUC PLC
Ref Address =0wi0.8.0.1
Input Tranzker List Falze
Dutput Transfer List False j
[rata Tupe T
Current Walue 1]
Initial Y alue 1]
Default Display Farmat Decimal ;I

General I
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5.1.15 Mapped Variables

An advantage of configuring mapped variables this way instead of includingthemin the CPU’s Transfer List is
that the transfer properties are tied to the variable, not the memory location. If you need torelocatea
variable, you do not risk accidentally moving it out of the transfer area.

Mapped variables must be assigned to one of the memory ranges allowed for redundancy transfer: %I, %Al,
%Q, %AQ, %R, %M, %W, or %GC.

Note: If amapped variable within arange specified in the CPU hardware configuration Transfer
List is also configured as a transferred variable, it willbe transferred twice.

5.1.16 Arrays

Arrays can be configured as Mixed transferred variables, allowingindividual elements
tobeincludedinthe input transfer list and/or the outputtransfer list. If the top level
of the array variable is set to True or False for eitherlist, all elementsin the array are
set to the top-level value for that list.

5.1.17 Instance Data Structure Variables

All elements of instance data structure variables, such as those associated with a
function block, are transferred according to the setting of the head of the data
structure.

5.1.18 Using the Variable Transfer List Report

The report provides the total number of variable bytes, the total whole bytes, and the
total partial bytesincludedin the input and the output transfer lists.

Toaccess this report, rightclick the Target and select Report. In the Available Reports
list, select Variable Transfer List Report and click OK.
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Figure 34: Variable Transfer List Report

| »

Variable Transfer List Report

Target: Example Total ¥ariables: 7

Input List: (Remove all variables from list) Jump to cutput list

MName Type Address Publish |Description
ALGIZ0 O] INT aW0,5.0.1 X

ALGIZ0 92 INT YaW0,5.0.2 by

ALGIZ0 O3 INT FaWn,5.0.4 *

ALGIZ0 Od INT e w0,5.0.3 *

HTZ1 BOOL —
WYEZ BYTE

HTZS WORD *

Total Wariables in Input List: 7

Total Variable Bytes Transferred: {rounded up) 15

Wwhole Bytes Transferred: 12 Entries Containing Only Whole Bytes: &
Partial Bytes Transferred; 3 Entries Containing Partial Bytes: 3
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Storing (Downloading) Hardware Configuration

A PACSystems control systemis configured by creating a configuration file in the
programming software, then transferring (downloading) the file fromthe
programmer to the CPUthrough the EthernetInterface or serial port. The CPU stores
the configuration file inits non-volatile RAM memory.

In the programming software all online operations, including downloading afolder,
are performed on the controllerthat is the selected hardware configuration. You
must download the hardware configuration to each controller in the redundancy
systemin a separate operation.

A CAUTION

If both units are configured as Primary or as Secondary, they will not recognize one
another. GBCs only blink their LEDS and no fault will be reported.

Correct the configuration of both units before placing either unit in Run mode.

1. Make sure the Primary HWCis selected (Figure 35).

Figure 35: Select Primary Controller as Target

To select & hardwars configuration, fghi-
click on Hardware Configuratian and
solacl Set as Selected HWC

= BXTI
Cuaba Wakch Lists
Hardware Configur ation [Primary

+ fijili Hardware Configuration [Se

Set as Sebected HWC

+-10 Loge Hardware Refersnce Visw
¥ g Reference View Tables Report Crrl+T
+ 0y Supplemental Files
Add Rack
Redundancy ]
Import from Fle. ..
Expart bo File. ..
2. If not already done, set the physical port parameters for the Primary CPUin the
Target properties.
3. Connecttothe CPU.Make sure the CPUisin Stop mode.
4. Download.
5. Gooffline.
6. Selectthe Secondary HWC.
7. If notalready done, set the physical port parameters for the Secondary CPUin
the Target properties.
8. Connecttothe CPU. Make sure the CPUisin Stop mode.

9. Download.
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Run ModeStore

5.1.19

PACSystemsreleases 5.5 and later support Run Mode Store (RMS) of the redundancy
transfer list. This capability allows you to add, delete or modify transferlist entries
without stopping the controllers.

If two redundant units are synchronized, the RMS must be performed as a dual
operation. However, when aredundant unit is not synchronized to anotherunit, the
redundancy transfer list can be stored in asingle RMS. This facilitates the
commissioning phase of a redundancy system, where the redundant partner might
not be in place yet.

A CAUTION

Do not attempt to synchronize a unit while anRMS isin progress to anon-
synchronized Active unit. If the unit attempting to synchronizein this case is taken to
run mode, both units will be non-synchronized Active units. For systems that contain
redundantly controlled PROFINET I/O, when both units become non-synchronized
Active units, the unit that was the synchronized Active unitwill thengo to Stop mode.

An RMS of the transfer list requires two copies of the redundancy configuration to be
resident on the controllerfor ashort time. During that period both copies of the
transfer list are charged against the user memory limit. If thereis not enough user
space available for both copies (along with any new logic or EGD data that is part of
the RMS), the store will fail.

Dual RMS with Simultaneous Activation in Redundant
Systems

A synchronous RMS of invalid user logic or configuration, such aswould cause a
watchdog or processor exception, could cause both units to fail. To mitigate the risk
of such application errors, the procedure, Initial RMS Followed by DualRM on the
following page is recommended.

To modify EGD, application logic and/or the redundancy transferlist using RMS and
have the controllers simultaneously activate the changes, you must perform
independent downloads to both controllers. The two controllers then negotiate
when to activate the new items. Theinitial store can be done to eitherthe Primary or
the Secondary CPU. Note that a dual RMS does not have toinclude transferlists. It
couldinclude only EGD and/or logic.

When you command an RMS to one of the units, you will be given the option of
selecting synchronized activation of the redundant controllers.
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Figure 36: Run Mode Store

Run Mode Store

Are pou sure you want ko proceed with the download while the target is running?

Chooze how the memormy allocated for new symbolic variables will be
initialized.
¥ Cleared [all values set to zero]

£ Set to initial walue of aszociated variable

[ Beview vanables invalved befare cormmitting the download

[v Do synchromized activation of redundant contrallzrs

] I Cancel Help

If you select Do synchronized activation of redundant controllers, the firstunit defers
application of the newly stored application data until the following actions have
occurred:

10. You disconnect from the first unit, connect to the otherunit, and command an
RMS to that unit.

11. The programmer performs the RMSto the second unit.

12. Bothunitsvalidate that the new application datais compatible in the two units.
Because the controller sweeps are synchronized, both units will activate the
new logic and transfer lists on the same sweep.

If a power loss occurs on one of the units after activation of the new components
begins, but before it completes, the unit maintaining power will complete the
activation and continue as a non-synchronized Active unit. When the other unit is
powered back on (assuming a good battery)it will either have the newly stored
application or the original application. If the units match, they can synchronize
without adownload. If the unit that lost power does not contain the new application
data, a Primary and Secondary CPUs areincompatible fault (fault 9in group 138) will
be generated.

5.1.20 Initial RMS Followed by Dual RMS

The following procedure is recommended to avoid the risk of both units failing due to
logicerrorsin adual RMS:

1. PerformanRMS of the new application data only to the Backup controller prior
to modifying the transfer list. (Do synchronized activation of redundant
controllersis not selected.)

2. Performarole switch to make the modified controller Active.
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3. Addany variables that require synchronization to the transferlist. (referto
SectionO,
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4. Adding Individual Variables to the Transfer Lists.)
5. Initiate adual RMS.

6. If necessary, performarole switch so that the Primary CPU is the Active unit.
The unit whose logic had already been storedin run mode will receive only the
new transfer list. The other unit will receive the newtransfer list and new
logic/EGD.

5.1.21 RMS Operational Errors

Certain operational errors can occur only when performing a dual RMS to two
synchronized controllers and performing simultaneous activation of new application
data. The table below outlines possible modes of failure and the system operation
when the failure occurs.

Figure 37: RMS Operational Errors

Error Mode

System Operation

User requests a normal store (single RMS,
not dual RMS) when the transfer list has
changed.

The programmer will not attempt the run mode store and will display an
error message.

User requests a dual RMS on a controller
that is not synchronized to a redundant
partner.

The dual store will not be completed. The programmer will display the
following controller error message:

The requested action could not be completed because the target is not
synchronized with another controller. (0x05, 0x3E)

User requests a dual RMS on a controller
whose redundant partner does not
support dual RMS.

The dual store will not be completed. The programmer will display the
following controller error message:

The firmware for the remote redundant controller does not support the
operation. (0x05, 0x3C)

Dual RMS aborted (user commanded, loss
of communications, failed download) to a
controller whose redundant partner does
not have a pending dual RMS.

The controller will abort the RMS and delete any new application data that
had been stored.

Dual RMS aborted (user commanded, loss
of communications, failed download) to a
controller whose redundant partner has a
pending dual RMS.

Both controllers will abort the RMS and delete any new application data
that had been stored.

Loss of synchronization in a dual RMS
where only one controller has a pending
dual RMS.

The controller will abort the RMS and delete any new application data that
had been stored.
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Error Mode

System Operation

Loss of synchronization in a dual RMS
where both controllers have a pending
dual RMS.

Both controllers will abort the RMS and delete any new application data
that had been stored.

The two controllers determine that the
newly stored transfer lists are not
compatible.

Both controllers will abort the RMS and delete any new application data
that had been stored.

One or both of the units determine that
there is a problem with one of the
components downloaded during the run
mode store.

Both controllers will abort the RMS and delete any new application data
that had beenstored.

Aloss of synchronization occurs after the
activation of the new components begins,
but before it completes.

Both units complete the activation of newly stored application data and
run as non-synchronized Active units''.

Afatal error (stop halt) occurs after the
activation of the new components begins,
but before it completes.

Both units complete the activation of newly stored application data. Ifonly
one unit has a fatal error, the other unit will run as a non-synchronized
Active unit.

A power loss occurs on one of the units
after activation of the new components
begins, but before it completes.

The unit maintaining power will complete the activation and continue as a
non-synchronized Active unit. Ifthe other unitis powered back on
(assuming a good battery) it will either have the newly stored application
or the original. The firmware will attempt to ensure that this unit has the
new application sothat it can synchronize to the other unit without a
download, butitwill not be guaranteed.

If the units match, they can synchronize without a download. Ifthe unit
that lost power does not contain the new application data, a Primary and
Secondary CPUs are incompatible fault (fault 9 in group 138) will be
generated.

User attempts to go to programmer mode
on a controller that already has a pending
dual RMS.

You will be prompted to either abort the dual RMS or stay in monitor
mode.

User requests a role switch via logic or the
physical switch on the RMX module.

User commanded role switches do not impact the ability to do a dual RMS.
The role switch could be deferred for a maximum of one sweep ifit
coincides with the simultaneous activation.

Dual RMS could fail in Normal sweep mode
with the Backplane Communication
Window Mode set to Complete.
Synchronization is lost and both units
transition to NSAU operation."

When RMS of a large file is performed with the CPU in this sweep mode,
the CPU tries to complete the RMS in a single scan, causing the sweep time
to exceed the Fail Wait Time.

To avoid this failure, set the Backplane Communication Window Mode to
Limited or select the Constant Window or Constant Sweep mode.

" For systems that contain redundantly controlled PROFINET I/ O, when both units become non-
synchronized Active units, the unit that was the synchronized Active unit will go to Stop mode.
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5.1.22 Behavior of EGD in a Dual RMS

Added exchanges will begin consumption/production shortly after the activation of
logicthat is part of the RMS. Deleted exchanges will cease consumption/production
shortly before the activation of logic that is part of the RMS. Modified exchanges will
be offline for a short time during the activation of new logic that is part of the RMS.
For general information about the behavior of this feature in asimplex system, refer
to the PACSystems RX3i and RSTi-EP TCP/IP Ethernet Communications User Manual, GFK-
2224, tothe section, Run Mode Store of EGD.

Unlike activation of the transfer list and logic, activation of EGD changesis not
guaranteed to be simultaneous between the two unitsin adual RMS. Evenin cases
where hardware configuration and logic are identical on the two units, it cannot be
guaranteed that production/consumption of deleted or modified exchanges will stop
on the same controller sweep. Likewise, it cannot be guaranteed that
production/consumption of added or modified exchanges will resume on the same
controller sweep. Thisis consistent with normal operation of EGD in aredundancy
system.

5.1.23 Hardware Configuration and Logic Coupling

If 1/O Variables are used, an RMS must include both logic and hardware configuration.
If 1O Variables are not used, you can choose whether to RMSlogic, hardware
configuration, or both. If you choose hardware configuration or both, all portions of
hardware configuration that can be stored in run mode will be included. If there are
portions of hardware configuration that are not equal and cannot be storedinrun
mode, awarning will be generated.
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Section 6: Operation

This chapter discusses aspects of PACSystems CPU operation that function differently
ina redundancy system. For general details of CPU operation, referto the PACSystems

RX3i and RSTi-EP CPU ReferenceManual, GFK-2222.

Power-up of aRedundant CPU
Synchronizing Redundant CPUs

%S References for CPURedundancy
Scan Synchronization

Fail Wait Time

DataTransfer

Switching Control to the Backup Unit
STOP to RUN Mode Transition

RUN with Outputs Disabled Mode
RUN to STOP Mode Transition

Error Checking and Correction
Timer and PID Functions

Timed Contacts

Multiple I/O Scan Sets

Genius Bus Controller Switching

Redundant IP Addresses

Ethernet Global Datain an HSB Redundancy System

Power-up of aRedundant CPU

Operation

When aredundant CPU is powered up, it performs acomplete hardware diagnostic

checkand acomplete checkof the application program and configuration
parameters. This causes the power-up time of aredundant CPU to be longerthan

that of a non-redundant CPU.

If the Primary and Secondary CPUs power up together, the Primary becomes the
Active unit and the Secondary CPU becomes the Backup unit. Wheneverthe

Secondary CPU powers up and does not detect the Primary CPU, the Secondary CPU

waits for a specific period (see Table 6-1) for the Primary CPUto powerup. If the

Primary CPU has not completed its power-up sequence within the specified time, the

Secondary CPU assumes that the Primary CPUis not present. In this case, if the
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Secondary CPU is configured to transition to Run on power-up, it becomes an Active
unit without aBackup unit.

If the Primary CPU completes its power-up sequence before the Secondary CPU, the
Primary CPU waits afew seconds for the Secondary CPUto completeits power-up
sequence. If the Primary CPUis set up to transition to Run on power-up and does not
detect the Secondary CPU within this time, it becomes an Active unit without a
Backup.

Power-up times vary from one CPUmodel to another, so the Secondary CPU power-
up wait time is adjusted accordingly:

Table 6-1: Secondary CPUPower-up Wait Time

CPU Model Secondary CPU Power-up Wait Time
CPE330 70 seconds
CPE400 70 seconds
CPL410 70 seconds
All other Redundant CPUs | 30 seconds

Note: If the entire system should be fully redundant upon power-up, the Secondary
CPU must complete power-up before the Primary CPU powers up, but must do so
with the time indicatedin Table 6-1. To ensure this, apply power to the Secondary
CPU before applying power to the Primary.

If either unit is powered up after the otherunit is already in Run mode,
communications between the two units are established. If the unit being powered up
goestoRun mode, aresynchronization occurs (referto Section 0).

6.1.1 Synchronizing the Time of Day Clocks

At the point when the two units establish communications through the redundancy
link(s), the Primary CPU’s time of day clock is copied to the Secondary CPU.
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6.1.2

6.1.2.1

6.1.2.2

Validity of PROFINET 1/O at Power-up

When a PACSystems controllerreturns to service aftera power outage, it can take
several seconds for that controller’'s PNCs to come online and for each PNC to bring
its configured 10 devices online. The CPU does not preventitself from goinginto RUN
mode while itisin the process of bringing the PROFINET IO online. Because a
PACSystems CPU can go to RUN mode beforeits 10 devices are ready, you should be
aware of the following.

Inputs and Input Point Faults

When a redundantly-controlled PROFINET I/ O device is not online with the Active unit,
the Active CPU sets that device’sinputs to the default values and setsthe
correspondinginput point faults to the faulted state. At power-up, these inputs and
input point faults will remain in this state until that /O device comes online and starts
transferringinputs to the PNCin the Active unit,

When asimplex PROFINET I/O deviceis not online, the CPU forwhich that deviceis
configured will set that device’s inputs to the default values and set the
corresponding input point faults to the faulted state. At power-up, these inputs and
input point faults will remain in this state until that 1/ O device comes online and starts
transferringinputs to corresponding PNC.

Therefore, if the control application needs to know whether a set of PROFINET inputs
is valid or not, it must refer to the input point faults.

Output Point Faults

Whenever asimplex PROFINET I/O deviceis not online, the CPUfor which that device
is configured for will set the output point faults for that device to the faulted state.

However, the Hot Standby CPUs do not support use of the output points faults
associated with redundantly-controlled PROFINET I/ O devices. Thus, the application
should not use the point faults that correspond to redundantly-controlled PROFINET
outputs.

Additional information on operation at a STOP-RUN transition can be foundin
Section 0, STOPto RUN Mode Transition.

SynchronizingRedundant CPUs

Operation

When synchronizationisinitiated, the CPUs exchange information about their
configurations. If a transitioning CPU detects that the configurations are notin
agreement, that CPU will not transition to RUN mode; if both CPUs are transitioning
at the same time, neither CPU transitions to RUN mode.

The followingitems must be in agreement in orderto synchronize:

1. Both CPUs must be configured for the same redundancy control strategy.

2. Both CPUs must have identical transfer lists.

111



PACSystems * RX3i Hot Standby CPU Redundancy User Manual Section 6

GFK-2308R

August 2019

6.1.3

6.1.4

6.1.5

Operation

3. If%l, %Q, %Al, or sSAQreferencesareincludedin the transferlist, the Point Fault
References configuration parameter must be identical on both units.

During synchronization, the Active unit sends a synchronization request to the
Backup unit and waits for a response from the Backup unit. If the Active unitdoes not
receive aresponse from the Backup unit withinits configured Fail Wait Time, it
operates as anon-synchronized Active unit (NSAU).

During synchronization, the Backup unit waits for a synchronization request fromthe
Active unit. If the Backup unit does not receive the request within its configured Fail
Wait Time, it transitions to NSAU operation. If the Backup unit receives a
synchronization request within the Fail Wait Time, it waits to receive the
synchronization data. If it receives the data within 60ms, synchronization completes.
If it does not receive the data, the Backup unit operates asaNSAU.

Dual Synchronization

Dual Synchronization occurs when both CPUs transition to Run at the same time. The
Primary CPU becomes the Active unitand the Secondary CPU becomes the Backup
unit.

Non-retentivedatais cleared, and the #FST_SCNreference and #FST_EXE bits are set
to1.

Note: Because CPE330 supports a CRU320 compatibility mode (which allows a
CRU320 configuration to be downloaded to a CPE330) a mixed-model CPU system
can be created. Inamixed-model system, Dual Synchronization at power-up cannot
be guaranteed because of the power-up time differences of the two CPUs. It is not
recommended to design a system with mixed-models; however, this setup can be
usedtoreplace afailed redundant CPU.

Resynchronization

Resynchronization occurs when one unit is already in Run mode and the other unit is
put into Run mode. The unit already in RUN mode remains the Active unit and the
transitioning unit becomes the Backup unit. The behavior is the same whether the
unit going to RUN is the Primary CPU or the Secondary CPU.

At this point, the Active unit sends the output transferdata and the input transfer
data to the Backup unit. In addition to the configured redundancy transferdata, the
#FST_SCN %S referenceas well asinternal timer information and #FST_EXE for each
common logic blockare transferred from the Active unit to the Backup unit. Only the
internal timers and #FST_EXE data for program blocks with the same name are
transferred. Therefore, the #FST_SCN and #FST_EXE bits for common blocks are not
set on the first scan of the transitioning unit.

Operation when a Redundancy Linkis Removed

When one of the links in a system with dual redundancy links is lost, for example
when the fiber-optic cable is removed from one RMX module, and the CPUs remain
synchronized with one link, the redundancy status LEDs (Local Ready, Local Active,
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Remote Ready, Remote Active) on the RMXmodules associated with thefailed link
will continue to be updated.
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%S References for CPU Redundancy

%S33 through %S39 and %SB18 reflect the status of the redundancy units. Thetable
below describes these %S references, and shows their expected states, assuming the
Primary CPU is Active and the Secondary CPU s Backup.

Table 6-2: %S Bit Definitions

Expected State
%S Bit | Definition Name Description Primary | Secondary
CPU CPU
Setto 1if the local unitis configured as the
Primary CPU. Otherwise itis setto 0. For any
%S33 | Pri CPU #PRI_UNT ON OFF
rimary - given local unit, if PRI_UNT is set, SEC_UNT
cannot be set.
Setto 1if the local unitis configured as the
Secondary CPU. Otherwise itis setto 0. For any
%S34 | S dary CPU #SEC_UNT OFF ON
econdary - given local unit, if SEC_UNT is set, PR UNT
cannot be set.
Setto 1if local unitisinR de with output
%535 | Local Unit Ready #LOC_Rpy | €TI0 ! ITIocalunitis InRUn MOGEWIER OUEpULS | o ON

enabled. Otherwise itis setto 0.

Setto 1if local unit is currently the Active unit.
%S36 | Local Unit Active #LOC_ACT |Otherwiseitis setto0. Forany given local unit, ON OFF
if LOC_ACT is set, REM_ACT cannot be set.

. Setto 1if remote unitis in Run mode with
%S37 | Remote Unit Ready #REM_RDY o ON ON
outputs enabled. Otherwise itis setto 0.

Setto 1if remote unitis currently the Active
%S38 | Remote Unit Active #REM_ACT | unit. Otherwise itis setto 0. For any given local OFF ON
unit, ifREM_ACT is set, LOC_ACT cannot be set.

Setto 1if the application logic for both unitsin

%S39 | Logic Equal #LOGICEQ |[the redundant system is the same. Otherwise it ON ON
issettoO.
Redundancy Setto 1 whenever the Redundancy
%541 | Communication #RDNCOMM [ Communications Interface has at least one ON ON
Available Ethernet Link up.

Setto 1whenever Redundancy Ethernet Port 1

has linkon its PHY. ON ON

%542 | Redundancy Link 1 OK [ #RDNP1LINK

Setto 1 whenever Redundancy Ethernet Port 2

ON ON
has linkon its PHY.

%S43 | Redundancy Link 2 OK | #RDNP2LINK

Redundancy . . .
. . Setifa redundancy informational message was logged. It can be
%SB18 | Informational #RDN_MSG . . .
cleared inreference tables, logic, or by clearing the fault tables.
Message Logged
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%S references can be read from the application program, but cannot be altered or
overridden. Thesereferences are always OFF when no configuration has been stored.
Anytime a configurationis stored, the states of these %S references are updatedin
both STOP and RUN modes.

The four redundancy status LEDs on the RMX Module correspond to the %535, %536,
%S37, and %S38 references. The programming software summarizes the state of the
redundancy system on the Redundancy tab of the Show Status dialog box, accessed
from Online commands. Additionally, external indicators can be used to monitor the
state of any statusreference.

If the two CPUs are in Run mode but lose synchronization (due to Fail Wait Time set
too short or failure of both redundancy links), both units generally log faults and
proceed as NSAUSs. In this case both units attempt to control the process
independently; both units set their#LOC_ACT status to 1, and clear the #REM_RDY,
#REM_ACT, and #LOGICEQ status flags. However, for systems that contain
redundantly controlled PROFINET |/ O, when both units become non-synchronized
Active units, the unit that was the synchronized Active unitwill go to STOP mode
instead.

Note: The #OVR_PRE reference, %S00011, is not supported by the Redundant CPU
and should not be used.

6.1.6 Redundancy Status Presented as OPCUA Variables

CPUs that support OPC UA present the Redundancy Status information as OPC UA
variables, as described in this section. These OPC UA variables may be used by EFA
and Predix Cloud, or any OPC UA application, to determine which redundant
controlleris Active. The application can then decide which redundant controller’s
data to use (the Active one).

The two variables listed below are OPC UA default variables (i.e., they do not need to
be Published) and are locatedin the OPC UA path /Objects/GE Device
Information/PACSystems RX3i/Controller/.

= System Status Bits — This variable is an unsigned 32-bit integer and contains a copy of
all of the redundancy status bits from %S memory (%S33 to %S48). Thisincludesall
the standard Redundancy bits such as #PRI_UNT, #LOC_ACT, #REM_RDY,
documentedin 0 plus #/RDNCOMM, #RDNP1LINK, and #RDNP2LINK, whichare bits
specific to CPUs with Ethernet-based redundant communications links (e.g.
CPE400/CPL410).

= System Local Active — This variable is a Boolean that is based on the state of the
#LOC_ACT %S bit. The #LOC_ACT bit is alsoincluded in the “System Status Bits”
variable described above. It is presented here as a separate Boolean to make the
determination of the Active CPU unit easier for the OPC UA application.

Operation 115



PACSystems * RX3i Hot Standby CPU Redundancy User Manual

GFK-2308R

Section 6
August 2019

Scan Synchronization

6.1.7

Operation

The figure below shows the sweep components for the Active and the Backup CPUs.

Figure 38: Scan Synchronization Sweep Diagram
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(T) Inputdata transfer
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There are two synchronization pointsin the sweep. The input transfer point occurs
immediately after the inputs are scanned. At this point in the sweep, the newly read
inputs are sent from the Active unit to the Backup unit. At the outputtransfer point,
the rest of the data (outputs, internal references, registers) is sent from the Active
unit to the Backup unit. These datatransfers are automatic; they require no
application programlogic, but do require proper configuration.

Datacan be transferred on eitherredundancy link. If one linkfails, the transfer
switchestothe other link without causing aloss of synchronization.

Synchronization of PROFINET 1/O

In a Hot Standby CPU Redundancy system, a redundantly controlled PROFINET IO
device exchangesitsinputs and outputs with only one of the two controllers that it is
connectedto. This transferoccurs with the Active unit. The Backup unit does not
receive inputs directly from, orsend outputs directly to, thelO Device becausethe
Backup unit has a Backup connection with that 1/O Device.

Because of this, the programmer requires that all redundantly controlled inputs be
includedin the Input Transfer list and all redundantly controlled outputs be included
inthe Output Transfer list.

The Active CPU collects the values of the redundantly controlled inputs during its
Input Scan. Whenever the two Hot Standby CPUs are synchronized, the Active unit
sends a copy of those inputs to the Backup unit during the input data transfer. Then
both CPUs execute thelogic solution with the same input values. When the logic
solutionis complete, the Active unit sends a copy of the redundantly controlled
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PROFINET outputs to the Backup unit during the output data transfer. Then both
CPUs provide those outputsto their PNCs during the output scan.

Fail Wait Time

The Active and Backup CPUs synchronize theirexecution twice each sweep: once
before logic execution and once afterwards. Certain failures of one CPU, such asan
infinite loopin the logic, are detected by the other CPU as afailure toreach the next
synchronization point on time. The maximum time to wait for the other CPUis
known as the Fail Wait Time. The duration of this time must be specified during
configuration of both the Primary and Secondary CPUs and can range from 40 ms to
400 ms (in increments of 10 ms), with the default being 60 ms.

The configured Fail Wait Time for the system must be based on the maximum
expected or allowable differencein the two CPUs reaching a synchronization point.
For example, if one CPU might spend 20ms in the communications phase of the
sweep and the other unit might spend 95 msin communicationsin the same sweep,
the Fail Wait Time must be set to at least 80 ms (80 > 95 -20) to prevent loss of
synchronization. In addition, Fail Wait Time must be greaterthan the sum of the
Controller Communications Window, Backplane Communications Window and
Background Window timer settings.

Differencesin the logic execution time and other phases must also be considered
when selecting a Fail Wait Time. Some applications limit the possible difference
during the communications window by using Constant Sweep mode or Constant
Window mode, or by setting the system communications window to Limited and
selecting a small window time.

If the Communications Window mode is set to Complete (run to completion), the
controllers could lose synchronization, particularly during RMS using a rack-based
Ethernet module.

Data Transfer

6.1.8

6.1.8.1

Operation

The datais transferredin blocks. Each blockis checked for dataintegrity. The Backup
CPU holds the transferred datain atemporary areauntil all the data has been
received and verified. Then the Backup CPU copies the datainto the actual controller
memories. If the full transfer fails to complete properly, the Backup unit becomes an
NSAU and discards the datain the temporary area.

Synchronization and Data Transfer Process

Input Data and Synchronization Data Transfer to the Backup Unit

Immediately after the input scan, the Active unit sends the selected input datato the
Backup unit. Thisincludes the selected ranges within %I, %Q, %Al, %AQ, %R, %M, %G
and %W memories, aswell as transferred variables. For discrete data, the status,
override, and legacy-style transition information is transferred. If point faults are
configured, point fault datais also sent.
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6.1.8.1.1 Sweep Time Synchronization

During the first transfer, the Active unit automatically sends a synchronizing message
to the Backup unit. This message contains the Start of Sweep Time. The CPUs stay
synchronized because the Active unit waits for the Backup CPU to respond to the
synchronizing message before startingits logic execution.

The Start of Sweep Time message transfer repeatedly coordinates the elapsed time
clocks (uponwhich timers are based)in the redundant CPUs. The system time is
continuous as long as one of the two systemsis running. When a switchover occurs,
the same time continuesto be kept in the new Active unit.

6.1.8.1.2 Transition Contacts and Coils

PACSystems supports two types of Transition contacts and coils:
= Legacy Transition contacts and coils: POSCON, NEGCON, POSCOIL, and NEGCOIL

= |EC Transition contacts and coils: PTCON, NTCON, PTCOIL,and NTCOIL

For additional information on both types of Transition contacts and coils, refer to the
PACSystems RX3i and RSTi-EP CPU Reference Manual, GFK-2222, to the sections
Transition Contacts and Transition Coils.)

For any redundant transfer dataitem placed in atransfer list that islocated ina
discrete reference table or in the symbolic discrete reference region, the associated
Override and legacy-style Transition datais transferred as part of that list. However,
the IEC-style transition datais not synchronized. For this reason, IEC transitionals
should not be used in redundancy if the application requires that this data be
synchronized. IEC transitionals must be used with symbolic data; no legacy-style
transition data exists for symbolic data.

6.1.8.2 Output Data Transfer to the Backup Unit

After the input data transfer, both units operate independently until the end of the
program logic solution. Before the output scan starts, a second automatic data
transfer occurs. At this time, the Active unit transfers the output transferdatato the
Backup unit. Thisincludes the selected ranges within %I, %Q, %Al, %AQ, %R, %M, %G
and %W memories, aswell as transferred variables. For discrete data, the status,
override, and legacy transition informationis transferred. If point faults are
configured, point fault datais also sent.

After the output datatransfer, the Active and the Backup unitsindependently
performtheir outputscans and run their communications and background windows.
They continue to operate independently until they synchronize again after the next
input scan.

6.1.9 Estimating Data Transfer Time
When asystemis synchronized, there are additions to the sweep time (compared to
a similar non-redundant CPU model) for transferring data from one unit to the other.

The datatransfer time includes the time for the Active unit to read the datafromthe
appropriate reference memory type as specified in the configured redundancy
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Operation

transfer list, move it from the CPU memory across the backplane, with appropriate
data integrity information, into the RMXon-board memory. The datais then
transferred from the RMX module in the Active unit to the Backup unit’s RMX module
via a high-speed fiber-optic link. On the Backup unit, the datais moved from the RMX
on-board memory over the backplane into the CPU memory. A dataintegrity checkis
performed, and assuming the integrity checks pass, the transferdatais written to the
appropriate reference memory in the Backup unit.

These additions to the sweep time can be estimated using the data and equations
giveninthissection.

1. Calculate the total number of bytes configured as memory rangesin the
CPU configuration’s Transfer List.

Table 6-3: Calculate Total Number of Bytes to be Transferred

Reference Type [ Reference Size | If Point Faults are Disabled: | If Point Faults are Enabled:
%l Bit (%llengthx3)+8 (%Ilength x4) =8

%Al Word (%Al length x 2) (%Al length x 3)

%Q Bit (%Q lengthx 3) + 8 (%Q lengthx 4) + 8

%M Bit (%M lengthx 3) = 8

%G Bit (%G length x3) + 8

%AQ Word (%AQ length x 2) (%AQ length x 3)

%R Word (%R length x 2)

%W Word (%W length x 2)

2. Use the following formulae to estimate the data transfer time for memory
ranges.

Table 6-4: RX3i Formulae

Data transfer size

Estimated transfer time for memoryranges (ms)

Less than 56K bytes

=0.00005705959 x Total Transfer Data Size +0.212556909

Creater than 56K bytes

=0.00004790867 x Total Transfer Data Size +0.341614952
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Analysis of the linear curve resulting from the measurement of various data points
yielded abreak point around 28 K, resultingin the two linear equations stated above.
Using the proper equation for the amount of transfer data will yield a minimum
amount of error when doing the calculation. The actual data transfer time can vary
slightly fromthe estimated time; most systems willsee slightly better performance
than the estimated value. In addition, the estimated data transfer time is based on a
redundant system with two redundancy links in a steady state non-error condition
without CPU serial communications activity, Genius bus faults or other high
backplane interrupt activity.

3. Calculate the total number of bytes and number of symbolic variablesin the
transfer list.

Thisinformationis obtained fromthe variable transfer list report. For details, referto
Section 5.1.18, Using the Variable Transfer List Report.

Table 6-5: Total Bytes & Number of Symbolic Variables

Size of transfer list=Total Variable Bytes Transferred (in Input List) +

Total Variable Bytes Transferred (in Output List)

Number of entries=Entries Containing Only Whole Bytes (in Input List) +
Entries Containing Partial Bytes (in Input List) +
Entries Containing Only Whole Bytes (in Output List)

Entries Containing Partial Bytes (in Output List)

4. Use one of the following formulas to estimate the total transfertime for
symbolic variables.

Table 6-6: Transfer Time for Symbolic Variables by CPUType

CPUType |Transfertimeforvariables(ms)'?

CPL410 =0.0000928 x (size of transfer list) + 5.3877

CPE400 =0.0000928 x (size of transfer list) + 5.3877

CPE330 =0.00003 x (size of transfer list) + 10.233

CRU320 =0.00003923 x (size of transfer list) + 0.000177916 x (number of entries) —-0.61871745
CRE020 =0.000130992 x (size of transfer list) + 0.000376524 x (number of entries) +2.1
CRE030 =0.000111019 x(size of transfer list) + 0.000249549 x (number of entries) + 1.9
CRE040 =0.0000940902 x (size of transfer list) + 0.0000783293 x (number of entries) + 1.4

12 For anegative result, use avalue of 0.
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Add the following quantities:

Table 6-7: RX3i Final Computation
Computational Component

Synchronization base sweep addition - additional amount of time required to
synchronize the CPUs with 0 Data Transfer

Total transfer time for memory ranges (step 2
Total transfer time for transferred symbolic variables (step 4
Total estimated transfer time:

Total estimated transfer time:

6.1.9.1 Tips for Reducing Transfer Time

Operation

Time (ms)

3.238 ms

Transferred BOOL variables and non-byte aligned BOOL arrays will increase transfer
time. For these, you can createan array of BOOLs and transfer the entire array for
efficiency. You can aliasindividual array elements to make logic more readable.

Data structuresthat contain non-contiguous members of different datatypes can be
created. You canalso create arrays of these structures. This feature allows you to put
individual members of a data structure or the entire structure on one or both of the
transfer lists. Placing arrays of structuresin the transfer list has the potential to
significantly increase the number of entriesin the transferlist, which will impact user

space charged and transfer time.
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6.1.10 Programming a Data Transfer from Backup Unit to
Active Unit (SVC_REQs 27 & 28)

The program logic can be used to transfer eight bytes (four registers) of datafrom
the Backup unit to the Active unit before the next logic solution

Toinitiate this transfer, the Backup unit executes SVC_REQ 27 (Write to Reverse
Transfer Area). This command copies eight bytes of datafrom the referencein the
Backup unit specified by the PARM parameter. Note that SVC_REQ 27 only works
whenits CPU is the Backup unit. Whenits CPU is the Active unit, SVC_REQ 27 has no
effect.

The Active unit stores the transferred datain atemporary buffer. The programin the
Active unit must execute SVC_REQ 28 (Read from Reverse Transfer Area), which
copies the eight bytes of data from the temporary bufferto the reference specified
by the PARM parameter. SVC_REQ 28 only works in the Active unit. It has no effect
whenits CPU is the Backup unit.

There is always a one-sweep delay between sending data from the Backup unit using
SVC_REQ 27 andreading the data at the Active unit using SVC_REQ 28. This data
copied fromthe buffer is not valid in the following cases:

= Duringthe first scan after either unit has transitioned to RUN;

= While the Backup unitisin STOP mode;

= If the Backup unit does not issue SVC_REQ 27.

The datashould not be used if #REM_RDY is off or if #/REM_RDY is transitioning to on.

6.1.10.1 Reverse Data Transfer Example

The following rungs would be placed in the program logic of both units. In this
example, the Backup unit would send %P0001 through %P0004 to the Active unit.
The Active unit would read the datainto %P0005 through %P0008. %P0001 through
%P0004 on the Active unit and %P0005 through %P0008 on the Backup unit would
not change. %T0002 would be set to indicate that the operation was successful and
that the data could be used.
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Figure 39: Ladder Logic for Reverse Data Transfer
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6.1.11 Disabling Data Transfer Copy in Backup Unit (SVC_REQ
43)

Toinstruct the Backup unit to bypass the copy of the transfer datafromthe Active
unit, use SVC_REQ43. This operation can be used to determineif the Active and
Backup units are arriving at the same results.

This functionis valid only whenissued in the Backup CPU. It isignored if issued when
the units are not synchronized, or if it isissued in the Active unit.

SVC_REQ43 disables the copy of datafor one sweep, beginningwith the output data
transfer and ending with the input data transfer of the nextsweep. The copy can be
disabled for multiple sweeps by invoking SVC_REQ 43 once each sweep for the
appropriate number of sweeps.

The resynchronization datatransferalways occurs, even if SVC_REQ 43 isinvokedin
the first sweep after synchronization (this data transfer includes all inputs, outputs,
and internal datathat must be exchanged) since the resynchronization data transfer
occurs before the start of logic execution.

This service request can be set up to disable the copies for all transfers or just the
output transfers. If just the output copy is disabled, the two units can still use the
same set of inputs on each unit. This makes it possible to test the ability of the two
units to derive the same results from the same inputs.
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In all cases, the datais still transferred overthe redundancy link every sweep and the
synchronization points are still met. The effect of SVC_REQ 43 is to disable the copy
of the datafromthe transfer to the actual reference memories on the Backup unit.

Whenever SVC_REQ43 isin effect, the Backup unit still takes control of the systemin
event of afailure or role switch. Switches to the Backup unit can cause amomentary
interruption of data on the outputs because the two units might not be generating
the exact same results.

While SVC_REQ43isin effect, you should consider disabling outputs on the Backup
unit. Disabling outputs on the Backup unit eliminates the risk of an unsynchronized
switch of control (which can cause amomentary interruption of data in the outputs)
if the Active unit fails or loses power while theinput/output copies are disabled. If the
Active unit fails or loses power while outputs are disabled on the Backup unit, the
system's outputs will go to their default settings. A Secondary effect of disabling
outputs on the Backup unit is that the non-synchronized fault action table is used by
the Active unit to determine which faults are fatal.

Note: If the CPU is already in RUN/ENABLED mode, acommand to disable its outputs
will not take effect until one sweep afterthe commandisreceived. Therefore, disable
the outputs at least one sweep beforeyou enable SVC_REQ43.

SVC_REQ43 cannot be used to disable output data transfer on the Primary CPUwhen
outputs are enabled on the Primary CPU. If that is attempted, the SVC_REQ43 is
rejected.

The first time SVC_REQ43 is used, afaultislogged as a warning that the controllers
are not completely synchronized.

The reverse data transfer, if any, is unaffected by SVC_REQ43.

Enabling logic should be used with SVC_REQ43. A contact with anon-transferred
reference should be part of this enabling logic. That will allow the service requestto
be turned on/off directly without being overwritten by the value from the Active unit.

If the service request isinvoked multiple times in a single sweep, the last call isthe
one that determines the action taken.

Successful execution occurs unless:

= Thevaluesinthe command block are out of range.

= The service requestisinvoked when the two unitsin aredundant systemare not
synchronized.

= Theservice requestisissued on the Active unit.

= Theservice requestisissued on the Primary CPUwhile the Primary CPU’s outputs are
enabled.
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If the service request is unsuccessful, it will not pass power flow to theright.

6.1.11.1 Command Block for SVC_REQ #43

The command block for SVC_REQ #43 has two words:
Address 0

Address+1 | 1= Disable input and output copies

2= Disable output copy only

Figure 40: Ladder Logic Example SVC_REQ 43

ToOO35 MOVE INT MOVE INT SVC REQ Taoo01

I} £

0 —IN Q= Loooot 1 =N

(=]

= LOQOOZ 43 —{FNC

LO000T —|PRM

Operation 125



PACSystems * RX3i Hot Standby CPU Redundancy User Manual Section 6

GFK-2308R August 2019
6.1.12 Validating the Backup Unit (SVC_REQ 43)
SVC_REQ43 can be used to determine if the Backup unit is collecting inputs properly
(thatis, validate the input scan). It can also be used to determine whetherthe Backup
unit is calculating outputs and internal variables properly (that is, validate the logic
solution).
6.1.12.1 Validating the Backup Unit’s Input Scan
To determine whetherthe Backup controlleris collecting inputs properly, follow
these steps:

4. Activate SVC_REQ43 onthe Backup CPU, passing the values 0 and 1 to disable
the input and output data transfer copies.

5. Monitor the Backup unit'sinput references and input variables. The values
presented correspond to the inputs that the Backup is currently collecting.

6. Visually compare the Backup unit'sinput references andinput variables with
those presented by the Active unit. Pay special attention to the references and
variables that are includedin the input transfer.

7. Whenyou are satisfied that the Backup unit is collecting inputs properly,
disable the rungthat calls SVC_REQ43.

6.1.12.2 Validating the Backup Unit’s Logic Solution

To determine whetherthe Backup unit is calculating outputs and internal variables
properly, follow these steps:

1. Activate SVC_REQ43 onthe Backup CPU, passing the values 0 and 2 to disable
the output datatransfer copy.

2. Monitor the Backup unit's output references, outputvariables, and internal
variables. The values presented correspond to the values that the Backup is
currently calculating.

3. Visually compare the Backup unit's output references, outputvariables, and
internal variables with those presented by the Active unit. Pay special attention
tothe referencesandvariables that are includedin the outputtransfer.

4. Whenyou are satisfied that the Backup unit is calculating outputs and internal
variables properly, disable the rung that calls SVC_REQ43.

Switching Control to the Backup Unit

Operation

Control switches from the Active unitto the Backup unit if:

1. The Active unit detects afatal fault.

2. The Active unitis placedin Stop mode.
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3. The Active unit fails or is powered off.

4. Thetoggle switch onanRMX module is activated, or the Role Switchcommand
is issued via the CPE400/CPL4100LED redundancy menu.

5. Aswitchiscommanded fromthe application program.

Note: These two types of requests (#4 and #5) are not honored if they occur within
10 seconds of the previous request, in which case they will be ignored.

6.1.13 PROFINET I/O Switchovers

For PROFINET I/ O, whenever control switches from the Active unit to the Backup unit,
the new Active unit tells each redundantly controlled I/ O device to make its
connection Active and start transferring inputs and outputs over that connection.
When this happens, the other unit’s connection to the I/ O device becomes a Backup
connection. During this process, the redundantly controlled inputs and outputs
might hold last state for a short period of time.

The time that redundantly controlled PROFINET inputs and outputs hold their last
state during an1/O switchover typically will not exceed

(4 %10 cycle time) + (2 x CPU sweep time) + MSOT,

where MSOT is the MaxSwitchOverTime of the I/ O device that contains these inputs
and outputs.

The MaxSwitchOverTime value is specified in the I/ O device’s GSDfile.

= For example, the MaxSwitchOverTime of the VersaMax PNSis 15ms.

6.1.14 Switching Times and Impact to Sweep Time

The amount of time needed to switch control from the Active unit to the Backup unit
dependsonthe reason for the switch.

There are two ways that the Backup unit detects that the Active unit has failed or lost
power.

1. Failure of all remaining redundancy links. This type of failure has negligible
impact on the controller sweep time.

2. Failure of the Active unit to rendezvous at a synchronization point within the
Fail Wait Time. An example of this type of failure is the CPU not responding
because the user logicisin an endless loop. If the redundancy links are still
operational, the increase to the sweep time will equal the Fail Wait Time.

For these two cases the switchover occursimmediately.

For all other cases, the switchoveroccursjust before the nextinput datatransfer. The
maximum delay is 1 sweep. There may be aninput and an output scan between
detection of the fatal fault and the switch.
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6.1.15

6.1.15.1.1

Commanding a Role Switch from the Application
Program (SVC_REQ 26)

The application program can use SVC_REQ 26 to command a role switch between the
redundant CPUs (Active to Backup and Backup to Active). Aslong as the units remain
synchronized, the switchoccurs just before the input data transfer of the next sweep.

When SVC_REQ 26 receives power flowtoits enable input, the controlleris
requestedto performarole switch. Powerflow from SVC_REQ 26 indicatesthat a
role switch will be attempted on the next sweep. Power flow does not indicate that a
role switch has occurred or that arole switch will definitely occuron the nextsweep.
The role switch request is not valid if it occurs within 10 seconds of a previous
request. The 10-second limitation guarantees that only a single switch occursif both
units make a request at approximately the same time. SVC_REQ 26 ignores the PARM
parameter; however, the programming software requires that an entry be made for
PARM. You can enter any appropriate reference here; it will not be used.

Example

In this example, a pushbutton switch on a control console is wired toinput %10002. In
the programlogic, the reference for %0002 is used as the input to the SVC_REQ 26
function block. When the buttonis pressed, logic powerflows to SVC_REQ 26,
causing arole switch to be requested. The PRMreferenceis not used and can have
any value.

Figure 41: Ladder Logicfor Role Switch (SVC_REQ 26)

100002 SVC REQ Moo00m

"
26 —FNC

ROOOO1 —FEM
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6.1.16

Implementing Preferred Master Using SVC_REQ 26

The PACSystems Hot Standby CPUsimplement a floating master algorithm. This
means that when one unit is put into Run mode while the other unit isalready in Run
mode, the transitioning unit always becomes the Backup unit.

If an application requires a preferred masteralgorithm where the Primary CPU always
becomes the Active unit when placedin Run mode, the logic can use the Role Switch

service request, SVC_REQ 26, as shown in the sample LD rung below. This logic must

be includedin the Primary CPU and may also be included in the Secondary CPU.

Figure 42: LadderLogicforPreferred Master (SCV_REQ 26)

#PRI_UNT #LOC_RDY #REM_ACT SVC REQ

| | {11 N —
26 —|FNC

R0O0001 —PRM

STOP to RUN Mode Transition

6.1.17

Operation

Aresynchronization will occur at all STOP to RUN mode transitions. The time to
perform this resynchronization may be larger than STOP to RUN transitions on non-
redundant CPUs. The STOP to RUN mode transition has two separate paths.

1. If the unit performing the transition is doing so alone or both units are
transitioning to Run at the same time, anormal STOP to RUN mode transition
is performed (clear non-retentive memory and initialize #FST_SCN and
#FST_EXE).

2. Ifthe other unitis Active when this unit performs a STOP to RUN mode
transition, non-retentive references will be cleared followed by a
resynchronization withthe Active unit.

Behavior with PROFINET I/O when No Healthy
Redundancy Links are Available

When no healthy redundancy links are available, a CPU will allow itself to be put into
RUN mode onlyifit has a connection to at least one redundant PROFINET /O Device

and none of the devices to whichit is connected report that the other PNCis
controllingits|/O.
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Note: A special case exists when astandalone Primary CPU is set up togo toRUN
mode at power-up under circumstances where no Secondary PROFINET device
connection exists. The operation varies according to CPU type, as follows:

CPL410 Whenever there is no redundant linkwith the Secondary CPU, a
Primary CPU of this type waits amaximum of 20 seconds during
CPE400 power-up for PROFINET redundant device connections to be

established. As soon as one PROFINET redundant device connection
is established (and no secondary PROFINET redundant device
connection exists) the Primary CPU can power up in RUN mode.
Otherwise, the Primary CPU powers up in STOP mode. If a
Redundant device PROFINET connection is established after the
timeout period expires, the standalone Primary CPU must be
manually switched from STOP to RUN mode.

CPE330

CRU320 A Primary CPU waits only 3 seconds before attempting to go to
RUN, which is not enough time to establish connections to its
PROFINET devices. This means that a standalone Primary CRU320
always powers up into STOP mode. After the PROFINET connections
have been established, the standalone Primary CPU can be manually
switched to RUN mode. A standalone Secondary CRU320, however,
waits 30 seconds before attempting to go to RUN, which is
sufficient time to establish its PROFINET device connections. This
means that a standalone Secondary CPU can power-up into RUN
mode.

If any device indicates that the other PNCis controllingits1/O, thelocal CPU logsa No
Redundancy Links and Secondary CPU has control; Run mode not allowed or No
Redundancy Links and Primary CPU has control; Run mode not allowed fault and the
local CPU selects or remainsin STOP mode.

If the local CPU is not connected to any redundant devices, the CPU logs aNo
Redundancy Links and No redundant PROFINET Devices Connected; Run mode not
allowed fault and the local CPU selects or remainsin STOP mode.
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6.1.18

6.1.18.1

6.1.18.2

Validity of PROFINET I/O Immediately after a
Configuration Download

When you download a hardware configuration to a PACSystems controller, it can
take several seconds for that controller’s PNCs to come online and for each PNC to
bringits configured1/O devices online. The CPU does not prevent you from putting it
into RUN mode while it isin the process of bringing the PROFINET I/O online. Because
one can command a PACSystems CPUinto RUN mode before all of its I/ O devices are
ready, you should be aware of the following.

Inputs and Input Point Faults

When aredundantly-controlled PROFINET I/ O deviceis not online with the Active
unit, the Active CPU sets that device’s inputs to the defaultvalues and sets the
correspondinginput point faults to the faulted state. On a STOP to RUN transition,
these inputs and input point faults will remain in this state until that /O device comes
online and starts transferring inputs to the PNCin the Active unit,

When asimplex PROFINET IO device is not online, the CPU for which that deviceis
configured will set that device’s inputs to the default values and set the
corresponding input point faults to the faulted state. On aSTOP to RUN transition,
these inputs and input point faults will remain in this state until that /O device comes
online and starts transferring inputs to corresponding PNC.

Therefore, if the control application needs to know whether a set of PROFINET inputs
is valid, it must refer to the input point faults.

Output Point Faults

When asimplex PROFINET I/O deviceis not online, the CPU for which thatdevice is
configured for will set the output point faults for that device to the faulted state.

However, the Hot Standby CPUs do not support use of the output points faults
associated with redundantly-controlled PROFINET I/O Devices. Thus, the application
should not use the point faults that correspond to redundantly-controlled PROFINET
outputs.

RUN with Outputs Disabled Mode

Operation

RUN with Outputs Disabled mode causes all physical outputs to go to their default
state inthat controller. Inputs are still scanned and logic is solved. A CPU in RUN with
Outputs Disabled mode may be the Active unit.

The following guidelines apply to using RUN/DISABLED mode with PACSystems Hot
Standby CPUs.

1. If aunitis in RUN/DISABLED mode, its #L.OC_RDY %S reference and #REM_RDY %S
reference of the otherunit are not setand the corresponding LEDs on the RMX
modules are OFF. Thisindicates that the unit (with #LOC_RDY reference off) is not
available to drive outputs.
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2. If aunitis in RUN/ENABLED mode and the other unitisin RUN/DISABLED mode, the
unit in RUN/ENABLED mode does not use its synchronized fault action table.
Instead, it uses the user-configurable fault actions since there is no Backup
available to drive outputs.

3. Redundantly controlled PROFINET devices only enable theiroutputsif the Active
unit has its outputs enabled. This means that wheneverthe Active unitisin
RUN/DISABLED mode, the redundantly controlled PROFINET outputs are
commanded to their default states.

4. Redundantly controlled Genius devices and ENIUs will enable their outputsif either
unit (Active or Backup) has its outputs enabled. Aslong as these outputs are
includedin the output transfer list, their values will be copied from the Active unit
to the Backup unit during the Output Data transfer. This means that the output
devices will be commanded to the output values that were calculated by the Active
unit. (There is one exception to this. It is described by item #5.)

Note: WhenaGeniusoutputis connected to both Redundant CPUs, that
output should always be includedin the output transfer list.

5. If the Outputs from Active Unit Only configuration parameteris enabledin an ENIU,
placing the Active controller in RUN/DISABLED mode will result in that ENIU’s
outputs being heldin their last state.

Note: If the Backup unitisin RUN/DISABLED mode, the Backup unit
continues NOT to drive outputs upon failure of the Active unitand thereforeis
not a complete Backup.

RUN to STOPMode Transition

The behavior of aHot Standby CPU Redundancy system when one of the two units
stopsis dependent upon whetherthe two units were previously synchronized. If the
units were synchronized, the behavior also depends upon whether the stopped unit
was previously the Active unit.

= When the Backup unit from a pair of synchronized controllers goes to STOP mode,
the Active unit will continue to control the Redundant I/O.

= Whenthe Active unit from a pair of synchronized controllers goes to STOP mode, the
Backup unit will become Active and take control of the Redundant I/ O. Additional
information on the switchover process can be found in Section 0, Switching Controlto
the Backup Unit.

Since most RUN to STOP transitions in aHot Standby system occur as the resultof a
fault condition, refer to Section 7:, Faults, for additional information.

6.1.19 Behavior with PROFINET I/O when no Healthy
Redundancy Links are Available
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When a CPU that does not have any healthy redundancy links (for example, a
standalone CPU) goes from RUN to STOP, each of its PNCs will log a Loss of Device
fault for each redundant device that is present and configured. It will take
approximately 5 seconds for those PNCs to re-connectto at least one of those
devices (andlog an Add’n of Device fault for it). During this period of time, the CPU
will not allow itself to be put backinto RUN mode. If a second CPU (without healthy
redundancy links) is also present, it will exhibit the same behavior.

Once a CPU that does not have any healthy redundancy links goes from RUN to STOP,
that CPU will not see any faults from the redundant controlled IO Devices. Faults from
the deviceswill be ignored until either a) the CPUreturns to RUN mode OR b) the
redundancy links are recovered. If a second CPU (without healthy redundancy links) is
present, it will exhibitthe same behavior.

Error Checkingand Correction

Error checking and correction (ECC) allows the CPU firmware to detecterrorsin
memory and correct some of them on the fly. This added layer of checking differs
from parity checkingin that it can correct asingle-bit error. If the ECC erroris asingle-
bit corrected error, the CPU generates a diagnostic fault and sets %SA0006 so that
you can know of a possible impending problem and take corrective action. If the ECC
error isamulti-bit error, which cannot be corrected, the CPU logs a fatal fault and
goes to Stop-Halt mode.

The Error Checking and Correction function of the memory controller is enabled on
the redundant CPU regardless of the Background Window Timer setting. This
provides parity like checking on the contents of every RAM location: the ECC bits are
set on every non-cached memory write and checked on every non-cached memory
read. If you are comfortable with the level of integrity checking that the ECC function
provides, you may choose to disable the additional background RAM tests entirely by
setting the Background Window Timer value to 0.

Timer and PID Functions

Operation

Timer and PID function blocks remain in lock-step between two synchronized units
provided:

1. Enabling logic for each functionisidentical on both units. Thisincludes power
flow, how often the blockis called, and so forth.

2. Theblockin which the function occurs has the same name in both units. Note
that _MAIN is always common.

3. Reference registers (3 for timers, 40 for PID), enabling references, and reset
references for each timerand PID function block are included in the data
transfer lists.

For example, if the following ladder logic appearsin the _MAIN block on both units, %
M100, %R250, %R251, and %R252 must all be included in the output datatransfer list
to keep this timer synchronized between the two units:
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Figure 43: Ladder Logicfor Synchronizing Timer
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Timed Contacts

When both systems are synchronized, timed contacts (%S3, %S4, %S5, %S6) have
exactly the same value in both units. For example, whenever T_SECis onin one unit,
it also is on in the other unit aslong as both units are synchronized.

Multiplel/O Scan Sets

The Redundant CPU supports the configuration of multiple scan sets. However, it is
strongly recommended that theredundant I/ O be configured in the default scan set
(ScanSet 1), whichis scanned every sweep. The I/O scan set feature allows the
scanning of /O points to be more closely scheduled with its use in user logic
programs.

If an1/O Scanset is not scanned every sweep, it is not guaranteed to be scannedin
the same sweepin the Primary and Secondary CPUs. For example, if the Primary and
Secondary CPUs each have ascan set that is scanned every other sweep (that is,
PERIOD=2), the Primary CPU might scan its scan set in one sweep and the Secondary
CPU scanits scan setinthe next.

Use of non-default scan sets can cause variance in the time the units get to the
rendezvous points. This should be considered when determining the Fail Wait Time.

Redundantly controlled PROFINET inputs and outputs must be assigned to IO scan
setsthat are scanned every sweep (such as Scan Set 1). This requirementis enforced
during CPU configuration.

Genius Bus Controller Switching

For PACSystems Hot Standby CPUs, Genius outputs are always enabled for both units
(unless explicitly disabled) so that bumpless switching s possible regardless of which
unit is currently the Active unit. Because of the way Genius Hot Standby operates, all
redundant Genius outputs must be includedin the output transfer lists.

Genius Bus Controllers stop sending outputs to Genius devices when no output data
has been received from the CPU for a period equal to two times the configured
watchdog timeout.

If the Primary CPU becomesinoperative in an uncontrolled fashion (for example,
because of a power failure), the Genius Bus Controllers detect this within twice the
watchdog setting, and stop sending outputs to the Genius devices. Afterthree
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Genius /O bus scans of not receiving data from the Genius Bus Controllers at Serial
Bus Address 31, the Genius devices use the output data supplied by the Genius Bus
Controller(s) at Serial Bus Address 30 (i.e. controlled by the Secondary CPU), if
available.

For example, if the system has a200ms watchdog timeout and 5ms Genius bus scan
time, and the Primary CPU main rack loses power, any Genius Bus Controllersin
expansion racks will wait 400ms and then stop updating outputs on Genius devices.
After 3 scans (15ms in this example), the Genius devices will recognize that the data
supplied by SBA 31 is not being updated, and will begin to accept output data from
SBA 30 (i.e. fromthe Secondary CPU) and will begin to drive any output circuits based
on data from SBA 30. Note that any Genius Bus Controllersin the Primary CPU main
rack would stop driving outputsimmediately since they would also lose power.
Genius devices on these buses would begin driving data fromthe Secondary CPU
within 15ms.

Note: For fastest switching, all Genius Bus Controllersin the Hot Standby CPU
Redundancy system should be installed in the main rack. This causes the Genius Bus
Controllerstolose power at the same time thatthe CPUloses power. This, in turn,
allows the Secondary CPU to gain full control of the I/ O as soon as possible.

For single bus Genius networks, if outputs are not available on Serial Bus Address 30
or 31, the outputs on the devices revertto default or hold last state (as configured on
the individual Genius device).

For dual bus networks, if a Genius device detects that no output transmission is being
received from either Serial Bus Address 30 or 31 on a given bus, the BSM will switch to
the alternate bus. In the eventoutput datais not available on either bus, then the
block’s outputs revert to default or hold last state (as configured on the individual
Genius device).

RedundantIP Addresses

Each unit contains at least one Ethernet interface thatis assigned a direct IP address,
whichis used to directly access the specific controller. A third, redundant, IP address
can be assigned to the pair of Ethernet interfacesin the Primary and Secondary
controller units. All data sent to the redundant IP address (including EGD produced to
the redundant IP address) is handled by the Active controller. When Active, the
Ethernet interface always initiates communications using the redundant IP address.
When the controllerisin the Backup state, all communications are initiated through
the direct IP address.

Each Ethernetinterfacein the system can be set up as part of a pair that sharesa
redundant IP address. Each unit can also include Ethernet interfaces that are not part
of a redundant IP pair.

6.1.20 Validation and Activation of Redundant IP Addresses

Immediately after configuration, neither Ethernet interface responds to the
redundant IP address. When notified by the CPU that the unit has become Active, the
Ethernet interface determines whetherthe redundant IP addressisin use on the
network. If the address is not in use on the network, the Ethernet interface activates
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the redundant IP address and sends out an address resolution protocol (ARP)
message to force all other Ethernetdevices on the network to update their ARP
cache. This ARP message is sent so that communications to the redundant IP address
will be directed to the newly Active unit. At this point the Ethernet interface responds
toboth the redundant IP address andits direct IP address. When commanded to
begin EGD production by the CPU, the Ethernet interface in the Active unit verifies
that it has successfully obtained the redundant IP address. EGD production does not
begin until the Ethernet interface obtains the redundant IP address.

If the redundant IP addressisin use by another device on the Ethernet network, the
Ethernet interface periodically attempts to verify that the addressis not in use. The
Ethernet interface attempts to verify the redundantIP address until it determines the
redundant IP addressis nolonger in use on the network or until the Ethernetinterface
transitions to Backup due to either a notification from the CPU that the unithas
become the Backup unit or afailure that resultsin the Ethernet interface transitioning
to Backup.

6.1.21 Monitoring and Deactivation of Redundant IP Address

The Ethernet interface monitors the status of the CPU. If the Ethernet interface
determinesthat it can nolonger communicate with the CPU, it deactivates the
redundant IP address. The Ethernet interface also deactivates theredundantIP
address when notified by CPU that the Active unit has transitioned to Backup.

When the Ethernetinterface deactivates the redundant IP address, it transitions to
the Backup state. Inthe Backup state, the Ethernet interface no longer responds to
the redundant IP address, but forwards any packets received by the interface
destined for the redundant IP to the Ethernet interfacein the Active controller. If the
Backup unit continues to receive packets destined for theredundant IP address, it
sends additional ARP messages on behalf of the Active unit and after anumber of
time periods it logs an exception, whichis recorded in the controller CPUfault table
as a LAN System Software Fault.
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6.1.22

Operation of Redundant IP Address if both Redundancy
Links Fail

For systems that contain redundantly controlled PROFINET I/ O, if both redundancy
links fail, the unit that was the synchronized Active unit goesto STOPmode. Asa
result, the previously Active unit relinquishes the redundant IP address and the newly
Active unitis able to obtainit.

For systems that use redundantly controlled Genius or ENIU I/ O, if both redundancy
links fail, both units can become non-synchronized Active units. In this case, both
units attempt to use the redundant IP address, but only one will succeed. If one of the
two units was already Active and responding to the redundant IP address, it
continues to do so; the unit that was Backup will not be able to activate the
redundant IP address.

A CAUTION

When using the redundant IP feature with Genius or ENIUs, the application should
take stepsto ensure that the CPU thatowns the redundant IP addressis the same CPU
that maintains control of the outputs. This becomes anissue when both CPUs are
operating as NSAUs (known as split control), since both units attempt to control the
processindependently. Running both CPUs as NSAUs is not recommended and should
be corrected as soon as possible. Refer to Section7.1.12, Online Repair
Recommendations

Additional details on the operation of the EthernetInterface can be foundin
PACSystems RX3i and RSTi-EP TCP/IP Ethernet Communications User Manual, GFK-2224.

Ethernet Global Datain an HSB Redundancy System

6.1.23

Operation

Note that two redundant units are not guaranteed to consume a given exchange on
the same controller sweep when using redundant IP. When using Producein Backup
Mode, the Backup unit is not guaranteed to produce dataon the directIP at exactly
the same time the Active unit produces data on the redundant IP for a given
exchange.

Ethernet Global Data Production

By default, only the Active unit produces EGD exchanges. This reduces the amount of
trafficon the Ethernet network and simplifies the handling of the exchanges by the
consumer. In particular, the consumeris able to consume exchanges fromthe
redundant systemin the same way it consumes exchanges from simplex (non-
redundant) systems.

Individual exchanges can be configured for Produce in Backup Mode. The Backup unit
produces these exchanges through the Ethernet module’s direct IP address.
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If the controller is set to Stop-10 Disabled mode, outputs are disabled on the Active
unit, and neither unit produces EGD.

In an Ethernet Interface pair withRedundant IP enabled, anewly active Ethernet
interface arbitrates for the redundant IP address and delays EGD production
accordingly. If both redundant units become non-synchronized Active units (this can
occur if noredundancy links are functioning), for each redundant pair, the Ethernet
Interface that owns the redundant IP address will produce exchanges through the
Redundant IP address.

If Redundant IP is not enabled, the Ethernet Interfaces in both units produce
exchangesthrough their direct IP addresses.

The Producer ID as well as all production exchanges should be identical for both units.
This allows the consumer to continue consuming exchanges from the redundant
systemwhen the Backup unit becomes Active.

6.1.23.1 Configuring Exchanges to be Produced in Backup Mode

In Machine Edition, to configure a production exchange to be produced in Backup
mode, gotothe Project view, expand the Ethernet Global Datafolder, select the
exchange and set its Produce in Backup Mode property to True.

To change the offset from the default value of 1000, select the Ethernet Global Data
folder and set the Secondary Produced Exchange Offset property to the desired
value.

For exchanges that are produced in Backup mode, an offset must be added to the
Exchange ID. This ensures that the Exchange ID is unique for those exchanges that
are produced simultaneously by the Active and Backup controllers.

For an HSB system using dual HWC, one set of EGD configuration datais used to
create EGD configuration files for both the Primary and Secondary controllers. When
Machine Edition creates the EGD exchange files for download to the Secondary
controller, it adds the Secondary offset to the Exchange ID for each exchange
configured to Produce in Backup.

For non-dual HWC systems, it is the user’s responsibility to ensure that the same
offset value is specified in both the Primary and Secondary target projects.
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Figure 44: Exchange ID Offset in Dual HWC HSB System
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6.1.24 Ethernet Global Data Consumption

Both the Active and Backup units consume EGD exchangesin RUN mode, regardless
of whether or not the units are synchronized.

It is recommended that all consumption exchanges be configuredidentically for both
units. In addition, these exchanges must be configured as multicast or directed to the
Redundant IP address.

The consumption of multicast exchanges occurs independently on the two units. The
Ethernet modules obtain a copy of multicast exchanges at the same time, but
reading of that exchange in the two CPUs may be phased by one sweep. Thiscan
resultinthe two units seeing differentvalues for the same exchange in agiven
sweep. Only the Active unit consumes exchanges directed to the Redundant IP
address.

If data from the exchanges must be seenidentically on the two units, the reference
data for the exchanges can be transferred from the Active unit to the Backup unit
during the input data transfer. That transfer occurs shortly after the EGD
consumption portion of the CPU sweep. Exchange variables transferred must be
placedinto %l or %Al memory to participate in the input data transfer.
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Section 7: Faults

This chapter describes how faults are handled in a Hot Standby CPU Redundancy
system.

= Fault Response

= FaultActions

= Controller Fault Table Messages for Redundancy
= Redundancy Link Failures

= Online Repair and System Upgrade

Fault Response

Faults

A CAUTION

When using the redundant IP feature with Genius or ENIUs, the application should
take stepsto ensure that the CPU thatowns the redundant IP addressis the same CPU
that maintains control of the outputs. This becomes anissue when both CPUs are
operating as NSAUs (known as split control), since both units attempt to control the
processindependently. Running both CPUs as NSAUs is not recommended and should
be corrected as soon as possible. Refer to Section7.1.12, Online Repair
Recommendations

The Hot Standby CPU Redundancy system detects and reports failures of all critical
components so that appropriate control actions can be taken. All components that
acquire or distribute I/ O data or that are involved in execution of the control logic
solution are considered critical components.

Afatal faultin the Active unit causes a switch of control to the Backup unit. A
diagnostic fault allows the currently Active system to continue operating as the
Active system.

Faults within the unit may be such that:
3. The CPU hasa controlled shutdown,

4. The CPU hasan uncontrolled shutdown, or
5. The CPU continuesto operate.

If the CPU detects aninternal fault and has a controlled shutdown, it logs a fault, goes
to Stop/Fault mode, and notifies the other CPU. If the fault was detected on the
Active unit, the switchover does not normally occur until the next sweep. The
exceptioniswhen the Active unit detects afatal fault during the input scan. In that
case, the two units switch roles just before performing the input datatransfer.

If the CPU has an uncontrolled shutdown, the CPUlogs afault if it can and proceeds
as described above. When the Backup CPU detects that the Active CPU has failed
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(either by receiving notification, by detecting that both redundancy links have failed,
or by detecting failure of the Active CPU to rendezvous at the next synchronization
point within the Fail Wait Time) it becomes an unsynchronized Active unit.

For cases where both redundancy links have failed, including the Fail Wait Timeout
case, refer to Section 7.1.10, Whenthe Last Redundancy LinkFails.

7.1.1 Faults for PROFINET I/O

When aredundantly-controlled PROFINET IO Device reports afault, that fault only
appearsin the unit that was Active when the fault was reported. These faults do not
appear inthe Backup unit. Examples of these faults are: Loss of IO Module, Addition
of /0 Module, Channel Diagnosis Appears (for example, Power supply fault), and
Channel Diagnosis Disappears.

However, whenevera controller loses communication with an entire PROFINET 10
Device, aLoss of Device fault will appear in that unit regardless of whether that unit is
Active or Backup. The same is true for Addition of Device faults. Also, whenever a
controller establishes a connection to an 10-Device, faults for missing and
mismatched /O modules will always appear in that controller regardless of whether it
is Active or Backup.

When the CPU or rack have failed, faults detected at the PROFINET I/O controller
(PNC) are logged locally at the PNC module, but cannot be delivered to the CPU’s1/O
Fault table.

Fault Actions

Fault actionsin the Hot Standby CPU Redundancy System are handled differently
thanfault actionsin a simplex (non-redundant) system. When the units are
synchronized, the types of faults that are considered to be FATAL (i.e., cause the CPU
tostop) are not configurable. The following types of faults are considered FATAL
when the units are synchronized:

= Anyfailure that causes loss of control of I/O
= Anyfailure that degrades performance

Note: In aHot Standby CPU redundancy system, a Fatal fault froman I/O Controller
causes a synchronized unit to transition to STOP/FAULT mode. All Diagnostic faults
allow the CPU to remainin Run mode.

7.1.2 Configuration of Fault Actions

You can configure whether certain faults are considered fatal when the CPUs are not
synchronized.

The following should be considered when configuring the fault actions for a
redundant CPU. For a given fault that is fatal for the synchronized case, if you set the
non-synchronized fault action to be diagnostic, there isachance that aless healthy
unit could remain the Active unit even aftera healthier Backup unit is placed in Run
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mode. For example, if you wereto configure Loss of or Missing Rack failures as
diagnostic, the following sequence of events could occur:

1. If an expansion rackfails when the units are synchronized, the unit with the
rack failure will transition to STOP/FAULT mode and the other unit will become
a non-synchronized Active unit.

2. If anexpansion rackfails in the non-synchronized Active unit, a diagnostic fault
will be logged but the unit will stay in RUN mode and continue to control the
process.

3. [Ifthefirst unitisrepaired and then transitions to Run, the second unit with the
failed expansion rack will stay in RUN mode and will remainin control of the
process.

To prevent this situation, you could include logic to shut down the less healthy unit or
request arole switch.

Also, a unit with the fault actions set to diagnostic can be placed in RUN mode and
become the Active unit even though it could have a diagnostic fault, which would be
logged as fatal in a synchronized system.

For example, if an expansion rack fails while in STOP mode or while transitioning to
RUN mode, adiagnostic fault is logged. However, the unit will still transition to RUN.
In addition, if you have programmed a Preferred Master algorithm, this unit will
become the Active unit. To prevent this situation, you could include logic to shut
down the less healthy unit or modify the role switch logic.
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7.1.3 Configurable Fault Groups

The following table shows the configurable fault groups and their fault actions. There
are three possible fault actions:

Fatal Faults always stop the controller.
Diagnostic Faults never stop the controller.

Conditionally Fatal Faults stop the controller if and only if the I/ O Controller
indicates that the fault is fatal.

| o— Table Non-Synchronized Fault Action Synchronized Fault
Type Default Configurable Action (fixed)
1 Loss of or Missing Rack Controller | Diagnostic Yes Fatal
L f or Missing1/O
2 C(())S:t?ol(l);r Issingl/ o] Diagnostic Yes'3 Fatal
3 | Loss of or Missing|/O Module | 1/O Diagnostic Yes Diagnostic
L f or Missing Opti
4 l\/(l);jjleor IssihgLption Controller | Diagnostic Yes Diagnostic
9 [IOCor /O Bus Fault 1/O Diagnostic Yes Conditionally Fatal'*
System Confi ti
11 Myissnewr;chon 'guration Both Fatal Yes Diagnostic
12 | System Bus Error Controller | Fatal Yes Fatal
Uses LOSS_IOC
15 | 10C Software Failure 1/0 Diagnostic T Conditionally Fatal™
setting
24 [ CPU Over Temperature Controller | Diagnostic Yes Fatal
R ble Local M
38 Ererzc;vera ¢ Local MEmMOY | controller Diagnostic Yes Diagnostic

3 Evenif the non-synchronized fault action for the Loss of I0C fault group is configured as Fatal, the
Controller will not go to STOP/FAULT mode unless both Genius Bus Controllers of a dual bus pair fail.

4 Conditionally Fatal: When an I/O Controllerlogs afault in one of these fault groups, it notifies the
Controller whether it can continue to operate or not by placing Diagnostic or Fatal in the fault’s Fault Action
field. For the cases where the table above indicates Conditionally Fatal, the Controller applies the fault action
selected by the I/O Controller.
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7.1.4 Non-Configurable Fault Groups

The table below shows the non-configurable fault groups and their fault actions.

There are two possible fault actions: Fatal and Diagnostic.

= Fatalfaults always stop the controller;

= Diagnostic faults never stop the controller.

Group| Name Table Type [ Fault Action
5 | Addition of or Extra Rack Controller | Diagnostic
6 | Addition of, Reset of, or Extra IOC 110 Diagnostic
7 | Addition of, Reset of, or Extra /O Module 110 Diagnostic
8 | Addition of, Reset of, or Extra Option Module Controller | Diagnostic
10 |1/O Module Fault I/0 Diagnostic
12 | System Bus Error Controller | Fatal
13 | CPU Hardware Failure Controller | Fatal
14 | Module Non-Fatal Hardware Error Controller | Diagnostic
16 | Option Module Software Failure Controller | Diagnostic
17 [ Program Block Checksum Mismatch Controller | Fatal
18 | Low Battery Controller | Diagnostic
19 | Constant Sweep Time Exceeded Controller | Diagnostic
20 | Controller Fault Table Full Controller | Diagnostic
21 | 1/O Fault Table Full Controller | Diagnostic
22 [ UserApplication Fault Controller | Diagnostic

129 | NoUser Program Present at power-up Controller | Diagnostic

130 | Corrupted User Memory Controller | Fatal

131 | Window Completion Failure Controller | Diagnostic

132 | Password Access Failure Controller | Diagnostic

134 [ NULL System Configuration for RUN Mode Controller | Diagnostic

135 | CPU Software Failure Controller | Fatal
Controller Sequence Store Failure: Communication failure during astore operation

137 | by the programmer. This fault results when the start-of-store sequence was Controller | Fatal
received but not an end-of-store sequence.

138 | Redundancy Informational Message Controller | Informational

Faults
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7.1.5

Fatal Faults on Both Units in the Same Sweep

Itis very unlikely that a fatal fault would occur on both unitsin the same sweep. If that
should happen, however, the first CPUto detect afatal fault will use the synchronized
fault action table. The other CPUwill use the non-synchronized fault action table. This

allows one of the units to stay in Run mode when the synchronized fault action is
Fatal and the non-synchronized fault action is diagnostic.

Controller Fault Table Messages for Redundancy

The following table lists messages, descriptions, and corrective actions for error
codes associated with the redundancy fault group. These error codes can be viewed
inthe Fault Tables provided by Machine Edition. The entirefault data (including these
error codes) can also be accessed using SVC_REQ 15 and 20.

Redundancy Fault Group (138)

Message

FaultDescription

Corrective Action

Primary CPU s Active
and Secondary CPU is
Backup.

The Primary and Secondary CPUs have
switched roles, the Secondary
transitioned to Run after the Primary,
or both units transitioned toRun at
the same time.

None required.

Secondary CPUis Active
and Primary CPU is
Backup.

The Secondary and Primary CPUs have
switched roles, or the Primary
transitioned to Run after the
Secondary.

None required.

Primary CPUis Active; no
Backup unit available.

The Primary CPU has transitioned to
Run mode or Secondary CPU was put
into Stop mode. The Primary CPU is
running without a Backup.

To have a synchronized
system, the Secondary CPU
must be placedin RUN mode
with acompatible
configuration.

Secondary CPUis Active;
no Backup unit available

The Secondary CPU has transitioned
to RUN mode or Primary CPU was put
into Stop mode. The Secondary CPU is
running without a Backup.

To have a synchronized
system, the Primary CPU
must be placed in RUN mode
with acompatible
configuration.

7.1.6
Error
Code
1
2
3
4
Faults
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Faults

Error Message FaultDescription Corrective Action
Code
If Primary CPU has also
logged the fault Secondary
CPU Has Failed: Primary CPU
is Active w/o Backup,
communications is broken
The Primary CPU has recorded a fatal | between the two units and
Primary CPU has failed; | fault or the Secondary has lost must be repaired. If a fatal
5 | Secondary CPUis Active | communications with the Primary. fault has been logged in the
w/o Backup. The Secondary CPU is running without | Primary CPU, the indicated
a Backup. fault must be repaired. Power
may have to be cycled onone
of the units in order to re-
establish communications
and return to asynchronized
system.
If Secondary CPU has also
logged the fault Primary CPU
Has Failed: Secondary CPUis
Active w/o Backup,
communications has been
The Secondary CPU has recorded a broken between the two
Secondary CPU has fatal fault, or the Primary CPU has lost | units and must be repaired. If
6 | failed; Primary CPUis communications with the Secondary. | a fatal fault has beenlogged
Active w/o Backup. The Primary CPUis running without a | inthe Secondary CPU, the
Backup. indicated fault must be
repaired. Power may have to
be cycled on one of the units
inorder tore-establish
communications and return
to a synchronized system.
Unable to Switch An attempt to switch Tedundancy .
8 roles was made when it was not None required.
Redundancy Roles . .
possible to perform the switch.
Correct the configurations so
that the CPUs have
compatible transfer lists and
the same point faults
Primary and Secondary This unit could not be placed into RUN | enabled setting. In addition,
9 mode because the configurations ifone CPU has redundantly

CPUs are incompatible

were not compatible.

controlled PROFINET 1/O
configured, the other CPU
must also have redundantly
controlled PROFINET I/O
configured.
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Error
Message FaultDescription Corrective Action
Code
Contact Technical Support.
If the fault is accompanied by
a Loss of Module fault, see
CPU to CPU L corrective action for ‘Loss of
. Synchronization protocol has been ,
10 [ communications ; Module’ fault.
. violated. .
terminated The link can be restored to
service by power cycling
either unit or storing
configuration to either unit.
Contact Technical Support.
) The CPU has timed out while waiting | The link can be restored to
Redundant Link has L . .
11 ) on communications from the other service by power cycling
timed out . . . .
unit. either unit or storing
configuration to either unit.
Due to actions taken by the user, the
two units in a CPU redundant system
are not fully synchronized. This means
12 Units Are Not Fully the Backup unit is not executing with | Disable the logic that
Synchronized the same inputs and/or outputs as the | executes SVC_REQ 43.
Active unit while the units are
synchronized due to data transfers
being disabled.
If the other unit failed or lost
power, cycle power toit.
Verify one CPU is configured
for Primary and the other for
Secondary. Check the cable
connections between the
Redundant link Communications with the other CPU
14 - . ) ) two RMX modules.
communication failure | over this link has failed. . )
If the fault is accompanied by
a Loss of Module fault, see
corrective action for Loss of
Module fault.
Otherwise, contact Technical
Support.
The other CPU failed to rendezvous at Increase the confiqured Fail
15 [ Fail Wait Time exceeded | a synchronization point within the Fail i d
. Wait Time.
Wait Time.
. The remote unit is unable to Attempt to synchronize after
Could not synchronize . . . .
17 . synchronize with the local unit the remote unit completes
with remote. . . .
because itis performing an RMS. its RMS.

Faults
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Faults

Error
Message FaultDescription Corrective Action
Code
The Primary CPU stopped because the
. Y . pp, Repair the redundancy links.
NoRedundancy Links; last redundancy linkfailed and the )
18 Refer to Section 0,
Secondary took control | Secondary CPU took control of the ) )
/0 Redundancy Link Failures.
. The Secondary CPU stopped because | Repair the redundancy links.
No Redund Links;
19 Pc,) € U: alilcy tln ls the last redundancy link failed and the | Refer to Section 0,
rimary toox contro Primary CPU took control of the I/O. | Redundancy Link Failures.
“Redundancy linkcommunications | This fault does not indicate
. restored”. This faultis logged when that the system is
23 RDN_Link_Comm_ the system detects that at least one of | synchronized. A manual Stop
Restored . T .
the Redundancy Ethernet links has to Run transition is required
been reconnected. for synchronization.
“Redundancy Ethernet link lost”. This
fault is logged when the system
Examine LAN3 cabli d
24 | RDN_Enet_Link_Lost detects that one of the Redundancy amlne' cabling an
. . connections.
Ethernet links is lost. A disconnected
cable usually causes this.
“Redundancy Ethernet link restored”.
. This fault is logged when the system
RDN_Enet_Link_Rest
25 —tnet_tink_restore detects that one of the Redundancy No further action required

d

Ethernet links that was previously lost
is restored.
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7.1.7 Other Fault Groups

The following table lists messages, descriptions, and corrective actions for error
codes associated with redundancy in other fault groups.

Error FaultDescription

G M FaultDescripti
etk Code essage auftUescription Corrective Action

Install the missin
The CPU generates this d

. module or correct the
error when it cannot

communicate with an configuration.
Loss of I0C (2) None |Loss of I0C Otherwise, replace
I/O Controllerand an
trv for the 10C exist the module and
entry for the XIS 1 contact Technical

inthe configuration file.
Support.

Install the missing
module or correct the

Loss of or missing

option module The module is missing F "
Loss of Option . or or the CPU has con |gura 1on.
Various . . Otherwise, replace
Module (4) Redundant link determined that the
. . the module and
hard failure module has failed. .
contact Technical
occurred

Support.

Invalid module

configuration CPU or PNC versions
J ) Update to latest CPU
Unsupported might not support .
and PNC firmware
5 module redundant.ly controlled version
configuration PROFINET 1/O. ’
detected
Error processin
fror pr 'ng CCPU does not support |Remove I/O interrupts
5 [backplane . ) .
. I/0 module interrupts. |from configuration.
interrupt
. . Multiple MRMs have
Multiple Media
been detected on the :
Redundancy A Identify and remove
10 ring network. There
Managers MRMs) the extra MRM.
must be exactly one
detected
manager.
Multiole MRM Multiple MRMs are no
11 diple > longer presenton the |None required.
resolved )
ring network.
The MRM has detected
Redundant that the network ring is

broken. Possible causes:|Locate and repair the
pulled or broken network break.
network cable, devicein
the ring failed, etc.

12 |Ethernet network
ring broken (open)
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(13)

error

Grou Error Message FaultDescription FaultDescription
P Code g P Corrective Action
Redundant The MRM has detected
13 |Ethernet network |that the network ringis [None required.
ring okay (closed) |closed.
Various Internal runtime  |Software errorat PNC |Contact Technical
error module Support.
The redundant CPUs
haverdiflljerent firmware Upgrade the CPUs so
Units contain . . that they have the
. revision levels. Having o
CPU System mismatched . . same revision of
148 different revisions of .
Software (135) firmware; update |_ . . |firmware according to
ded firmware inthe CPUs is the fi q
recommended. intended for short-term |the firmware upgrade
L procedure.
synchronization only.
Setthe ECC j t
When redundancy etine JumP.er ©
. . . . |the enabled position
Confi " ECC jumper should|firmware is installedin | . both bi
Qn 'guration 75 |be enabled, butis |the CPU module, the (Jumper.on © . pins).
Mismatch (11) ) ] . |Seetheinstructions
disabled ECC jumper must be in . .
. provided with the
the enabled position. .
firmware upgrade kit.
Asingle-bit error was
Recoverable ingle-bl W The CPU may need to
Recoverable local |encountered and
Local Memory 1 . |bereplaced. Contact
memory error corrected. %SA00006 is .
Error (26) Technical Support.
set.
Replace the CPUand
CPU Hardware Fatal local memo
rawar 169 v Multiple bit ECC error. |contact Technical

Support.

Redundancy Link Failures

7.1.8

Faults

There are distinct differences between losing an RMX redundancy link and faulting an

RMX module.

Redundancy Memory Xchange Module Hardware

Failure

Failures such as backplane errors are considered hardware failures of the RMX
module. The following actions are taken when such an erroris detected:

= Either aLoss of or Missing Option Module or aRedundant Link Hard Failure Occurred
faultis loggedin the Controller Fault Table

= ARedundant Link Communications Failure fault islogged in both units.

= AlILEDs on the RMX module are turned OFF.
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= The faultlocating references that correspond to the module are set (i.e. the SLOT_
00XX fault contact is set, where XX is the slot numberfor the RMXmodule).

= The corresponding redundancy linkis no longer used. If the other linkis still
operating, that linkis used for all further data transfer, and the units can remainin
synchronization. If the other redundancy linkis not available, referto Section 7.1.10,
When the Last Redundancy Link Fails.

Power must by cycled on the rackto restore afaulted RMX module to service.

7.1.9 Redundancy Link Communications Failures

The following errors are reported as failures of the redundancy link:

= Theother unit haslost power or failed such that it can nolonger communicate.
= One or both cables between the two RMX modules have failed or are disconnected.

= Anetworkerrorwasdetected on the fiber-optic link that connects the two RMX
modules. (Thisincludes data checks on mismatches, protocol errors, and rogue
packets.)

= Failure of the other CPU to rendezvous at the next synchronization point within the
Fail Wait Time.

The following actions are taken when aredundancy link communications failure
occurs:

1. Either aRedundant Link Communications Failure or Fail Wait Time Exceeded fault
is loggedin the Controller Fault Table of both units.

2. The LINK OK LEDs on both RMX modules are turned off.

3. Thefaultlocatingreferences that correspond to the module are set (i.e. the SLOT_
00XX fault contact is set, where XX is the slot number for the RMXmodule).

4. The corresponding redundancy linkis no longer used. If the other linkis still
operating, that linkis used for all further data transfer, and the units canremainin
synchronization. If the other redundancy linkis not available or a Fail Wait Timeout
occurred, referto Section 7.1.10, When the Last Redundancy LinkFails.

If the RMX modules’ OK LEDs are still ON, the link can be restored to service by power
cycling either unit or storing a hardware configuration to eitherunit. If either OK LED
is OFF, power must be cycled on the rack to restore that RMX module to service.

7.1.10 When the Last Redundancy Link Fails

This section describes how the system will behave when the last healthy redundancy
link between a pair of synchronized controllers fails. Thisincludes the case whereone
CPU does not rendezvous at a synchronization point within the Fail Wait Time.

7.1.10.1 PROFINET I/O Systems
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7.1.10.2

7.1.11

7.1.11.1

7.1.11.2

Faults

When the last redundancy linkfails, the Backup unit assumes that the Active unit has
failed and takes control of the redundant I/ O. Aslong as at least one redundantly
controlled PROFINET I/O Device is online with both units, the Active unit will detect
that it has lost control of the redundant I/ O: it logs a No Redundancy Links; Secondary
[or Primary] took control fault and goes to Stop mode. The Backup unit becomesan
NSAU and takes control of the redundantly controlled 1/ O devices.

However, if no redundantly controlled |/ O Devices are online with both units when
the last redundancy link fails, both units remain in Run mode and proceed as NSAUs.
Each unit controls any simplex or redundantly controlled I/ O Devices to which it was
exclusively connected.

When one unit is powered off, or whenits CPU or rack completely fails, the other unit
becomes an NSAU and takes control of the redundantly controlled |0 Devices.

When both units are powered off at the same time, or when the only functioning unit
is powered off, the PROFINETI/O Devices have no connections to any controller. The
PROFINET I/O Devices set their outputs to default states.

Genius and ENIU I/0 Systems

When the last redundancy link fails, both units log faults and proceed as non-
synchronized Active units. In this case both units attempt to control the process
independently. The redundant Genius devices that are connected to both units will
prefer the output values sent by the Primary CPU.

CPE400/CPL410 Redundant Link Recovery

ARedundant CPE400/CPL410 has the ability to recoversingle and double Ethernet
link losses.

Single Link Loss

If one of the 2 Ethernet cablesis disconnected from the Redundant Pair, the
Redundancy link communications will continue on the remaining link. The user can
then reconnect thelost cable and communications will be restored on that cable
almost immediately. Ethernet Link Lost/Restored faults will be loggedinthe
controller fault table.

Double Link Loss

If both of the Ethernet cables are disconnected from the Redundant Pair, Redundancy
Communication will cease and synchronization will be lost. A Redundancy Link
Communication failure fault, and afault for each Ethernet link lost will be logged on
the controller fault table. If the user reconnects 1 of the 2 Ethernet cables, the system
will restore the Redundancy Communications after 10 seconds and log a Redundancy
Communications Restored fault, in addition to an Ethernet Link Restored fault for
each connection made.

Note: The System will not automatically restore the redundancy state
(Active/Backup), just the communications. The userwill have to do amanual
STOP/RUN transition to get the units synchronized again.
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OnlineRepairand System Upgrade

With aHot Standby CPU Redundancy system, most system component failures can
be repaired by replacing the failed component while the system s online. You could
choose to replace components for other reasons, such as upgrading to a new model
of a module. CPUs in both units must have the same model types and firmware
version.

7.1.12 Online Repair Recommendations

Note: If the LOCAL ACTIVELEDs are ON and the REMOTE ACTIVE LEDs are OFF on
both units, the systemis operating under split control, that is, with both units
operatingas NSAUs. Do not use this procedure if this condition exists, since neither
unit has the Backup role. Additionally, in a system that uses ENIU I/ O, thereis no
guarantee that all ENIUs are taking outputs from the same controller. Referto
Section 7.1.17, Repair of a Non-Synchronized Active Unit (NSAU) Split Control System.

Toreplace acomponent online, it is strongly recommended that you follow this
procedure:

1. Make sure the unit to be repaired is the Backup unit. (The LOCAL ACTIVE LED
should be OFF and the REMOTE ACTIVE LED should be ON. You can also
confirmthis by viewing the Redundancy tab of the programmer’s online status
dialog box.) If the unit to be repaired is already in Stop mode, skip this step. If
the unit to be repaired is Active, activate the Role Switch on the RMXmodule.

2. Power-off the unit to be repaired.

3. Replace the defective component.

4. On the CPU of the repaired unit, place the Run/Stop switch in the Stop position.
5. Power onthe repaired unit.

6. Afterseveral seconds, verify that the LINKOK LEDs are ON forall RMX modules
in both units. If the LINK OK LEDs are not on, referto the Controller Fault Table.

7. If the repaired CPUisin Stop/Fault mode, verify that there are no unexpected
faultsand then clear the Fault Tables.

8. Place the repaired unit into RUN mode by putting the Run/Stop switchin the
Run position.

7.1.13 Hot Swapping of Modules (RX3i Systems Only)

RX3i redundancy systems support hot swapping of modules to the same extent
allowedin simplex systems. Modules that support hot swapping can be removed and
replacedin the RX3i main rackandin ENIU remote racks while the rackis powered up.
For alist of modules that support hot swapping, refer to the PACSystems RX3i System
Manual, GFK-2314.
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7.1.13.1 Hot Swapping RMX 128 Modules

The RX3i RMX128/RMX228 module supports hot insertion and removal. However,
the redundancy communication link associated with a hot swapped RMX module will
not be restored automatically. The LINK OK indicator on both RMX modulesinthe
link will be OFF.

Torestore the linkwhile the systemisin operation, first determine which unit is the
Backup unit, and if possible, cycle power or store hardware configuration to that unit.

If either RMX module’s OK indicator is OFF, power must be cycled onthe rackto
restore the RMXmodule to service.

7.1.14 Hot Swapping Controllers (CRU320 to CPE330)

In aredundancy system, the CRU320 controller (v8.95) in aninactive system can be
removed and replaced by a CPE330 (v9.75) while the active systemis hot.

The following procedure outline best practices for the (process) hotswap:

1. Identify the non-active unit through the LEDs on the front panel of the RMX
module.

2. Place the non-active CPU in Stop Mode.
Power down the systemthat isin Stop mode.

4. On thereplacementCPE330, put the RUN/STOP switch into Stop Mode and
place the unitinto the rack.

5. Holddown the RDSD UPLD button and turn power on to the CPE330.
Continue to press the RDSD UPLD button until the CPE330 powers up and
displays either the CPU or CRU pattern onthe LEDs. (For pattern
information, see Section 2.2.3.6, Indicators CPE330 in GFK-2222.)

6. Totoggle the compatibility setting, pressthe RDSD DNLD button and select
the CRU320 compatibility mode. Note: The compatibility indicator will
toggle between the CPU320 compatibility and CRU320 compatibility
patterns each time the RDSD DNLD button is pressed.

7. Pressthe RDSD UPLD button to save the setting and allow the CPE330to
continue its normal startup procedures with the new setting. The settingis
maintained over a power cycle and firmware upgrade.

8. [Optional] If LAN 1 has been previously configured onthe CPE330, you can
connect aweb browser to the CPU and verify that the CPU is listed as being
in"CRU320 Compatibility mode.”

9. Connect PME, right-click the (non-active) target and select “Download.”

10. Verify that each of the 4 LEDs (OK, CONFIG, SIG DETECT and OWN DATA), are
all turned ON to signify the module is operating properly.

11. GotoRun Mode.

Faults 156



PACSystems * RX3i Hot Standby CPU Redundancy User Manual Section7
GFK-2308R August 2019

12. Use the switch on the front panel of the RMX to perform aRole Switch so
the newly replaced CPE330 becomes the active system according to the
LEDs on the front panel of the RMX.

7.1.15 System CPU Upgrade

If you are upgrading your redundancy system with new CPU models, you will need to
replace the CPUs in both units. To replace the CPUs in your redundancy system,
follow the stepsin Section 7.1.12, Online Repair Recommendations. When you have
replaced the CPU in the Backup unit and returned it to RUN mode, activate the Role
Switch onthe RMX module and repeat steps 1-8 for the otherunit.

A CAUTION

During normal operation, the Primary and Secondary CPUs in an HSB redundancy
system must have the same CPU model type. Extended operation with dissimilar CPU
typesis not allowed. Continued use of dissimilar CPU types can result in timingissues
during synchronization

The Primary and Secondary CPUs with dissimilar CPUmodel types can be
synchronized for alimited time, for the purpose of system upgrade only. Fail wait
times for the higher performance CPUin a dissimilar redundant pair might need to be
increased to allow synchronization. It does not matterwhether the newer modelisin
the Primary or Secondary CPU.

7.1.16 Online Repair of the Genius Bus

7.1.16.1 Single Bus Networks

The Genius bus of a single bus network can be repaired without disturbing powerto
either unit. However, repairing the bus without taking the entire Hot Standby CPU
Redundancy system offline is not recommended because all devices on that bus will
be disconnected from the controllers while the busis being repaired.

7.1.16.2 Dual Bus Networks

The Genius bus of a dual bus network can be repaired without disturbing powerto
either unit. It isrecommended that you disconnect the failed bus from the GBCs
before you attempt to repair it.
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7.1.17 Repair of a Non-Synchronized Active Unit (NSAU) Split
Control System

When Redundant CPUs lose all redundancy links and become NSAUSs, thereis a
possibility of split control or of afailed rack controlling outputs.

In asplit control situation, some of the Remote I/ O devices are taking outputs from
one Redundant CPU and the other Remote I/O devices are taking outputs fromthe
other CPU. In this situation turning off one of the controllers could resultin defaulting
the outputs of some of the Remote I/ O devices.

Asituation where afailed rack controls the outputs occurs when the failed RMX
module is contained in the same rack as the CPU that is currently controlling Remote
Device outputs.

The procedures givenin this section discusses ways to reduce the chance of
defaulting outputs on some of the Remote I/O devices controlled by the Redundant
CPU pair. Although these procedures might preventdefaulting outputs, they might
also involve ashort disruptionin the outputs as the Remote I/ O devices switch to
taking outputs fromthe other CPU. It isincumbent on the user to know which CPUis
controlling outputs on aspecific Remote I/ O Device and determinewhether it is
acceptable to allow those outputs to default or to be disrupted.

7.1.17.1 Initial Steps for all Systems

Determine the source of the Redundancy link failure, which can either be the fiber-
optic cable or a failed RMX module.

1. Checkthe OK LEDs on the RMX modules. If the RMX’s OK LED is off, the RMX
module has failed.

If there is a failed RMX module, the rack containing the module willhave to
be taken offline in order to do the repair.

2. If allRMX OK LEDs are on, check the Signal Detect LEDs on the RMX modules. If
the Signal Detect LED is off, it might indicate that the fiber-optic cable
connectedto the RX input has failed.

If there is afailed fiber-optic cable, you will need to choose which CPUto take offline
torecover the redundancy link(s). Before taking one of the Redundant CPUs offline,
follow the steps given below for the particular 1/O system.

7.1.17.2 Genius 1/0 Systems

If the Genius Bus Controllers on both the Primary and Secondary CPUs are OK and
actively sending outputs to the Genius devices, it is preferable to power off the
Secondary CPU rack because the Genius devices prefer the Primary CPU.

= If anRMX module has failed the rack containing the failed module must be powered
off, evenifitis the Primary CPU rack.

= Ifithasbeendeterminedthat the problemis due to afailedfiber cable only, you can
choose to take the Secondary CPU offline.
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Note: If there isa problem with Genius Bus Controller connectivity to any of the
Genius /O devices, this should be fixed before proceeding to the next steps.

A CAUTION

Because the Redundant CPUs are not synchronized, taking a CPU offline can cause a
disruptionin the outputs. You must be prepared to handle this condition.

7.1.17.3 ENIU I/O Systems

1. Usingthe ENIU status data, you should determine whetherall ENIUs have network
connectivity to both Redundant CPUs. For details on using the ENIU status
information, referto the PACSystems RX3i Ethernet Network Interface Unit User’s
Manual, GFK-2439.

Note: If there is a problem with network connectivity to either CPU from
any ENIU, this should be fixed prior to proceeding to the next steps.

2. Usingthe ENIU status data, determine which CPUis controlling outputs on each ENIU

= IfallENIUs are taking outputs from one CPU (normally it will be the Primary on LAN
A), itis preferable to take the Redundant CPU that is not currently controlling outputs
offline.

= Ifithasbeendetermined that the problemis due only to afailedfiber cable, you can
choose to take the CPU not controlling outputs offline.

= If there are some ENIUs taking outputs from one CPU and some taking outputs from
the other CPU or you need to take the CPU that is currently controlling outputs
offline, for example if it contains the failed RMX module, take the desired CPU offline.

7.1.17.4 Final Steps for All Systems

RX3i Systems:Because the RX3i system supports Hot Swap of modules, the CPU can
be taken offline by either powering off the rack or by stopping the CPU.

= Aftertakingthe Redundant CPU offline, replace the defective RMXmodule or cable
and bring the CPU back online.

= If the CPU was powered off and retained its logic and configuration and is configured
toRun after apower cycle, the Redundant CPUs will automatically re-establish the
redundancy links and resynchronize.

= If the CPU was stopped, use the programmerto download logic and configuration
and put the CPU into Run mode. This will cause the CPUs to re-establish the
redundancy links and resynchronize. After the CPUs are resynchronized, the steps
givenin Section 7.1.12, Online Repair Recommendations can be followed to fix any
other failed modulesin the Redundant CPU racks.
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RX3i Dual Genius Bus Overview

This appendix provides an overview of PACSystems RX3i Dual Bus Genius. Please refer
tothe PACSystems RX3i Dual Genius Bus Quick Start Guide (provided with the RX3i
Dual Bus Templates) for more information.

Appendix A

RX3iDual Bus Geniusis provided by a set of program blocks that coordinate the
operation of I/O on Dual Genius Buses to provide cable redundancy.

Templates (PAC Machine Edition folders) are available on the Support Websiteas a
starting point toimplement applications using RX3i Dual Bus Genius.

Note: The current offering supports only VersaMax Genius Network Interface Units
(GNIUS).

Features
Appendix B

« Simplex and redundant controller support
= e« Support for 2 dual Genius buses
= e« Upto29remote |/Odevices per dual Genius bus
=« Upto7500discrete inputsand 7500 discrete outputs
= e« Upto3200analog inputsand 3200 analog outputs
= e« Templatestofacilitate system configuration

= e« Support for VersaMax Genius Network Interface Units (GNIU)

Appendix C
Templates

Template names are of the form: GENIUS_1DB_3iSC_10SBA
1DB - indicates one dual bus. Choicesare 1, 2

3iSC —indicates RX3i Simplex Controller. Choices are Simplex (SC), Redundant
(RC)

10SBA - indicates 10 remote I/O devices. Choices are 2, 10, 20
Note: All SBAsin the templates are VersaMax GNIUs.

The templates support up to 7500 discrete inputs and up to 3200 analog inputs.

The quantity of discrete outputs and analog outputsis determined by the amount of
%Q and %AQ the remote I/ O can accommodate.
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The templates come with atargetfor the controller(s) and atarget for each remote

I/Odevice

The GBCsinthe RX3i are preconfigured with the number of GNIUs in the template.
Default addressing for Inputs and Outputsis preconfigured. Templates with 10 GNIUs
have all the GNIUs on asingle Dual Genius Bus. Templates with 20 GNIUS have 2 Dual
GeniusBusesand 10 GNIUs are on each dual bus. The default /O addressing usedin
the templatesisinthe following table.

Table 7-1: Default addressing for Inputs and Outputs

First Dual Bus SBA #

%I

%Q

%Al

%AQ

]

1-200

1-200

1-50

1-50

201-400

201-400

51-100

51-100

401-600

401-600

101-150

101-150

601-800

601-800

151-200

151-200

801-1000

801-1000

201-250

201-250

1001-1200

1001-1200

251-300

251-300

1201-1400

1201-1400

301-350

301-350

1401-1600

1401-1600

351-400

351-400

Ol | Nl | S| WIN

1601-1800

1601-1800

401-450

401-450

10

1801-2000

1801-2000

451-500

451-500

Second Dual Bus SBA #

%l

%Q

%Al

%AQ

1

2001-2200

2001-2200

501-550

501-550

2201-2400

2201-2400

551-600

551-600

2401-2600

2401-2600

601-650

601-650

2601-2800

2601-2800

651-700

651-700

2801-3000

2801-3000

701-750

701-750

3001-3200

3001-3200

751-800

751-800

3201-3400

3201-3400

801-850

801-850

3401-3600

3401-3600

851-900

851-900

Ol Nl |lUu| B~ W N

3601-3800

3601-3800

901-950

901-950

—_
o

3801-4000

3801-4000

951-1000

951-1000

The default addresses for I/ O are provided for convenience. All four addresses and the
lengths can be changed in the configuration for the remote I/O. The only rules are:

= Each referenceaddress type foragiven remote /O device must use contiguous

addressing.

= Addresses must be inthe range of 1-7500 for %l and 1-3200 for %Al

= Discrete address, %l and %Q, must start on byte boundaries
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= %l and %Qlengths must be a multiple of 8

= Theaddressfor aremote I/O device should not conflict with other remotel/O
devices.

Note: The same output addresses can be used in multiple remote I/O devices if the
application so requires.

C-1.1 Available Templates

This template isintended for demo use. It is a fully functional
GENIUS_1DB_3iRC_2SBA | Redundant Controller, 2 Remotel/O Devices, 1 Dual Genius
Bus template

Simplex Controller, 10 Remotel/O Devices, 1 Dual Genius

GENIUS_1DB_3iSC_10SBA
Bus

Simplex Controller, 20 Remote /O Devices, 2 Dual Genius

GENIUS_2DB_3iSC_20SBA
Buses

Redundant Controller, 10 Remotel/O Devices, 1 Dual Genius

GENIUS_1DB_3iRC_10SBA
Bus

Redundant Controller, 20 Remote /O Devices, 2 Dual Genius

GENIUS_2DB_3iRC_20SBA
Buses

C-1.2 How to Choose a Template

Stepsto choose atemplate:

1. Decide between asimplex controller and aredundant controller.

2. Determine the number of Genius remote I/O devices in your system. Choose a
Ap Pe nd iX D template that supports the number of remote devices or greater.

3. Determine how many Dual Genius Buses are in your system.

RX3i Dual Bus Genius
Functionality

Dual Bus Genius provides cable redundancy from the controller(s) to the remote I/ O
devices. Thisisachieved by two GBCsinthe Controller (or two in each Controller for
Redundant Controllers). Each GBC has an associated cable network that connects to
all the remote I/O devices. The remotel/O devices are connected to both cable

Appendix 163



PACSystems * RX3i Hot Standby CPU Redundancy User Manual Appendix
GFK-2308R August 2019

networks through asingle interface that decides which cable network to
communicate on. The remote I/ O devices automatically switchfrom one cable
networkto the otherif communicationis lost on the first cable network. Additionally
the Controller can be programmed to command the remote I/ O devices to switch to
the other cable network. The Controller has status bits for each remotel/O device
indicating if a remote I/ O device is on one or the other cable network.

Inputs and Outputs can be configured to Hold Last State or gotozeroif
communication s lost.

In the event of aremote I/ O device switching from one cable networkto the other,
the Inputs and Outputs will Hold Last State while the switch overoccurs. Aftera
selectable timeout of 2.5 or 10 seconds the inputs and outputs will go to Hold Last
State or Zero if communication is not re-established.

Point Faults — When point fault references are enabledin the controller’s hardware
configuration, the RX3i Dual Bus Genius templates support asubset of the
functionality that is available with PACSystems controllerrack/O. If communication
is lost to a remote I/O device, the Point Faults for all Inputs configured for that remote
I/ O device will be set. The functionality of setting a Point Fault for a specific Input
Point, such as an Analog Input if it has an alarm, is not supported.

Automatic Role Switch (for Redundant Controllers only) - The RX3i Dual Bus Genius
templates can be set up torequest arole switch when the Active controller cannot
communicate with all the remote I/ O devices AND the Backup controller can
communicate with all the remote I/ O devices. Therole switch will make the Backup
controller the Active controller. If this behavior is desired, this option must be
explicitly enabled in the template’slogic.
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Switching Control to the Backup
Unit When it has Better PROFINET
Appendixe  Connectivity than the Active Unit

Overview

Appendix F

Users may want their Hot Standby CPU Redundancy with PROFINET applications to
detect the condition where the Backup unit has better connectivity to thel/O devices
than the Active unit and switch control to the Backup unit when this condition
occurs. A difference in connectivity can occur when more than one linkor node ina
ring topology fails or when asingle link or node in a star topology fails. When the
Backup unit has better connectivity than the Active unit, switching control to the
Backup unit allows the application to control that betterset of I/O devices. The
criteriafor deciding which unit has “better” connectivity are application-specific and
therefore must be defined by the application developer.

This appendix provides two logic block examples that:

1. Compare the number of redundantly-controlled devices connected to each unit,
and

2. Initiate arole switch when the Backup unit has more devices connected than the
Active unit.

In these examples, logic in each unit calculates the number of devices it is connected
to by invoking the PNIO_Dev_Comm block for each one of its devices. The Active unit
transfersits count to the Backup unit. With the count from both units, logicin the
Backup unit determines whether it has more devices connected than the Active unit.
If so, logicin the Backup unit requests arole switch. A Ladder Logic exampleand a
Structured Textexample are provided.
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F-1.2 Application Examples

Important information regarding these examples:

Appendix

The ActiveUnitNumDevicesConnected variable must be included in eitherthe Input
or the Output Transfer List.

These examples assume only one PROFINET I/ O Controller module is used in each
controller. If you have more than one PROFINET I/O Controllerin each unit, you will
needto extend the algorithm to account for the additional PNCs.

These examples use an array of device Reference Variables. The array is named
IODeviceRef[]. Each element of this array is a device reference variable that is
assigned to aunique PROFINET I/O device. Here is one way to create and assign
elements of this array:

In the Navigator window, selectthe firstI/O device listed in the hardware
configuration of the Primary CPU.

In the Inspector window, click on the drop down menu for to the Reference Variable
parameter and select <Create>. PME will create a new device reference variable and
giveita name.

In the Navigator window, selectthe Variables Table and locate the variable that PME
createdinthe previous step.

Change the variable’s name if desired.

In the Inspector window, change the Array Dimension 1 property of this variable to be
the number of redundantly-controlled devices controlled by this PNC.

For each redundantly-controlled device, set the Reference Variable parameter to a
unique element of the array you createdin the previous step. Thearray indices range
from 0 to the total number of elements minus 1.

Each controller independently connects to each devicewhendevices power-up,
networklinks are restored, controllers power-up, and configuration is downloaded.
You may want your logic to give the Active unit some time to completethese
connections before requesting the role switch. These examples use a
NetworkSettleTime timer to do that. If you use the NetworkSettleTime timer, select a
time that is appropriate for the size and topology of your network.

The controllers will not switch roles until it has been at least 10 seconds since the
previous role switch.
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Figure 45: Structured Text Example

//Initialize variables before calculating the number of devices
connected.

NumDevicesConnected := @; BackupHasMoreDevices := ©;

//Loop through all devices on this controller and check for
connection using PNIO_DEV_COMM.

for Devicelndex := @ to (ARRAY_SIZE(In := IODeviceRef) - 1) By 1 do
PNIO_DEV_COMM(IOController := PNIOControllerRef, IODevice :=
IODeviceRef[DeviceIndex], OK => OK, Primary => PRI);

if OK then

NumDevicesConnected := NumDevicesConnected + 1;

end _if;

end_for;

(*If this code is running on the Active unit, move the number of
devices connected to a

variable that is transferred to the Backup unit in the Output
Transfer List.*)

if (#LOC_ACT) then

ActiveUnitNumDevicesConnected := NumDevicesConnected;

end_if;

//0n the Backup unit, check to see if more devices are connected than
on the Active unit.

if (#REM_ACT and NumDevicesConnected > ActiveUnitNumDevicesConnected)
then

BackupHasMoreDevices := 1;

end_if;

(*If more devices are connected to the Backup unit than the Active
unit, start a Time On Delay(TON)

timer to wait a specified time(NetworkSettleTime)before requesting a
manual roleswitch. The

NetworkSettleTime(in milliseconds)should be configured by the user to
allow enough time for

device connections to settle out after a network event has
occurred. *)

NetworkSettleTON(IN := BackupHasMoreDevices, PT := NetworkSettleTime,
ET => ElapsedTime);

(*If the Backup unit has more devices connected than the Active unit
for the given NetworkSettleTime,

then perform a manual role switch.*)

if (NetworkSettleTON.Q) then

SVC_REQ(FNC := 26, PRM := RoleSwitchParam);

end if;
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Figure 46: Ladder Logic Example (Part 1)
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Figure 47: Ladder Logic Example (Part 2)
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